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Abstract 

The supragranular layers of cortex are key information integration and computation 

areas with dominant cortico-cortical connections. While layers 2 and 3 are densely packed 

with somata, layer 1 is almost free of somata. The absence of somata makes the analysis of 

layer 1 difficult.  Electrical recording from small processes within layer 1 are not possible 

and electric field recordings are difficult due to the low seal resistance. Imaging processes of 

layer 1 remains difficult as cells project into it from many distant areas and due to the dense 

and intermingled packing.  

Here, I record sensory signals in supragranular layers, including layer 1 through a 

combination of voltage sensitive dye imaging, and an intracellular calcium indicator. Optical 

sectioning with two-photon microscopy allowed resolution in depth, showing changes in the 

sensory signal within layer 1. Additionally, cortical oscillations were detected with the 

voltage-sensitive dye in the delta, theta, and beta bands, and, for the first time with voltage 

imaging, also in the slow-gamma (35 Hz) band, in vivo. Delta, theta, and gamma oscillations 

were modulated by sensory stimuli.  

As very little is known about membrane voltage oscillations in layer 1 and to optimize 

optical voltage recordings in layer 1, I developed a novel surgery to apply voltage dye 

primarily to layer 1, without removing the dura or injecting dye within the brain. I also 

applied a new voltage-sensitive dye optimized for tissue diffusion with this surgery. I imaged 

cortical membrane potential oscillations with two-photon microscopy depth-resolved (25 to 

100 µm below dura) in anesthetized and awake mice. Again, I found delta (0.5-4 Hz), theta 

(4-10 Hz), low beta (10-20 Hz), and low gamma (30-40 Hz) oscillations. All oscillation bands 

were stronger in awake animals. While the power of delta, theta, and low beta oscillations 

increased with depth, the power of low gamma was more constant throughout layer 1. These 

findings identify layer 1 as an important coordination hub for the dynamic binding process 

of neurons mediated by oscillations.  
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General Introduction 

The mammalian cortex is a highly developed structure in the brain. It performs complex 

massively simultaneous tasks involving all senses, motion control, and the integration of 

them with internally generated states. Modern neuroscience aims (among other things) to 

understand and unwind the complexity of cortical processing. In order to do so, we must 

work with the known anatomy, 

and physiology, to create a 

unified theory of cortical 

function. Of particular interest 

to me is the theorized 

integration zone of the cortex – 

cortical layer 1. Here, various 

parts of local and distant cortex 

meet, combining signals, and 

generating new outputs. 

However, in studying cortical 

layer 1, and the supragranular 

areas in general, we are limited 

not just in the complexity of the 

cortex as a whole, but also in 

the techniques which we use to 

probe it. Slices, both acute and 

fixed, have their places in 

neurophysiology, but are 

dealing with a fundamentally 

changed system from what occurs in an intact brain. Studying an integration area like cortical 

layer 1 in slices means missing some of the integrated input. We face the problem that the 

brain activity we wish to understand and record, arises from behaviors being undertaken, and 

the world being experienced. As such, the closer to non-invasive measurements we can get, 

the more accurate our measurements will become. It is with this in mind, that I undertook 

 
Figure 1.1. Canonical microcircuit diagram, taken from da Costa and 

Martin, 2010 (da Costa and Martin, 2010), figure 5 (creative 

commons license). Arrows indicate excitatory connections and ball 

ends indicate inhibitory connections. L stands for layer (Layer 1 is 

not included in their model), Thal for thalamus, and sub for sub-

cortical nuclei. 
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this project, to investigate in high resolution, supragranular cortical activity, especially of 

cortical layer 1, in intact, alive, and healthy brains. 

Cortical Anatomy 

To understand cortical function it is important to review cortical anatomy. Much research 

focuses on a particular region of cortex, but in terms of anatomy it is appropriate to some 

extent to generalize from one region to another (da Costa and Martin, 2010).  

Although there is some debate as to whether the cortex should be thought of as forming 

vertical columns of connectivity and functionality, there is no doubt that in the mammalian 

nervous systems the cortex is organized functionally and anatomically into layers (da Costa 

and Martin, 2010).  Rodents do not feature the cortical columnar structure found in cats and 

primates, however mice and rats do form vertically organized ‘barrels’ in an area of the 

somatosensory cortex, (Woolsey and Van der Loos, 1970; Lubke and Feldmeyer, 2007; da 

Costa and Martin, 2010). Barrels are appealing because they create local circuits 

anatomically and physiologically constrained, and also resemble in some ways the cortical 

columns found in larger mammalian brains.  

da Costa and Martin (da Costa and Martin, 2010) present the canonical microcircuit (an older 

idea in neuroscience (Douglas et al., 1989)) of the cortex as organized in layers of increasing 

depth (layers 1 to 6 respectively). In the canonical microcircuit, neurons make column like 

structures, with generalized inputs from the thalamus and other cortical areas. Horizontal 

connections are included so that one stack can be connected to adjacent stacks (proposed 

circuit shown in Fig. 1.1). This model is beneficial to the brain because anatomical wiring 

during neural growth becomes much easier if there is a generalized wiring, rather than a 

complex and unique wiring for each brain region.  

Looking at the cellular distribution of neurons within a sensory cortex can shed some insight 

onto the function of the layers. Gabbot and Somogyi in 1986 (Gabbott and Somogyi, 1986) 

performed a thorough investigation of cell soma location in cat visual cortex. Using immuno-

labeling for glutamate decarboxylase, an enzyme found primarily in neurons signaling with 

GABA (gamma-aminobutyric acid), combined with toluidine blue labeling (staining all  
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Figure 1.2.  A and B Neuron densities at various layers in the cat visual cortex. Figures adapted from 

(Gabbott and Somogyi, 1986), figure 4 and figure 5 (reprinted with permission, Springer Nature). C and D 

excitatory neuron projections at various depths in rat barrel cortex, figures adapted from (Narayanan et al., 

2015), figures 3 and 4 (reprinted with permission, Oxford University Press). A Cell counts in one cat’s visual 

cortex for each 100µm of depth (cortex in cats going from 0 to approximately 1500µm). Dark color refers to 

GABAergic cells and uncolored refers to non-GABAergic cells. Numbers of each cell type are presented. B 

Average percentage of neurons stained GABAergic, of the total population of neurons at each cortical depth 

(expressed as a percentage of cortical depth, with 0 being the upper surface and 100% being the deep edge of 

the cortex). C Average density of axonal (black), axon in principle barrel column (dashed black) and 

dendrites (red) for each excitatory cell type, for each cortical depth. Red crosses designate where the cell 

soma was found. Layers are expressed on the right, with L. D Exemplary cell morphologies for excitatory 

cell types below layer IV. Axons are drawn in black, apical dendrites in orange and basal dendrites in red. 

Abbreviations as follow: L refers to layer, py - pyramidal cell, sp - star-pyramidal cell, ss – spiny stellate 

cell, st – slender tufted pyramidal cell, tt – thick tufted pyramidal cell, ct – corticothalamic pyramidal cell, cc 

– corticocortical pyramidal cell, inv – inverted pyramidal cell. 
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neuron cell bodies) they stereologically counted the number of cells in each layer of their 

chosen sections, and the number of those cells that were GABAergic. 

 These numbers were used to come up with a density of cells in each layer and the proportion 

of which are GABAergic. During this, the cell body shape and size were catalogued, 

thoroughly characterizing the cells bodies of this cortex. They found that cell body size 

increases with depth, especially the GABAergic cells. Non-GABAergic cells were almost 

certainly glutamatergic, and the largest of these were found in layer 5. The cell morphology 

showed non-GABAergic cells were pyramidal in shape in layers 2, 3 and 5 – following  

previous anatomical work describing cells in the cortex (Elston, 2003). The GABAergic cells 

found were more circular with radial dendritic trees, and were found to be the minority of 

cells, with about one GABAergic cell to four non-GABAergic cells. 

Layer 1 has the highest percentage of cells labeled GABAergic (shown in Fig. 1.2b). 

Although the total number of GABAergic cells present is lower than other cortical layers, the 

almost complete lack of non-GABAergic cells greatly raises the proportion of GABAergic 

cells from the total number of cells. Delving deeper into the cortical GABAergic neurons, 

Rudy et al (Rudy et al., 2011) studied their genetic breakdown. Three broad groups were 

created – parvalbumin expressing, somatostain expressing, and vasoactive intestinal peptide 

expressing (as a subset of 5HT3a receptor expressing), with seemingly no overlap between 

them. These populations changed with cortical depth, something confirmed by Jiang et al 

(Jiang et al., 2015), with genetically targeted cell patching and filling. Together these pieces 

of research show no fast-spiking parvalbumin interneurons in layer 1, but then in each layer 

deeper between ¼ and ½ of all GABAergic cells were fast-spiking parvalbumin expressing 

interneurons. The interneurons of layer 1 fell into two morphologies – the horizontally 

projecting elongated neuroglioform cells, and the single-bouquet like cells, with axons 

reaching into layer 2/3, as well as some occasional layer 2 connecting dendrites. Other 

interneurons from deeper layers connected strongly into layer 1, notably the Marionotti cells 

of layer 5 and 2/3, the bi-tufted cells of layer 2/3, bi-polar cells from layer 2/3, and the double-

bouquet cells from layer 2/3. None of these were believed to be fast-spiking parvalbumin 

expressing interneurons. All the fast-spiking parvalbumin expressing interneurons focused 

mainly within their cortical layer, although some basket cells appear to project into layer 1.  
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Completing the cyto-architecture of the cortex, Narayanan et al (Narayanan et al., 2015) filled 

and 3D reconstructed excitatory cells from all layers of barrel cortex in rats. Their work 

consisted of 153 neurons reconstructed and studied, with focus on their axonal and dendritic 

projections. The primary findings were that each cell type has a characteristic branching 

across layers (Fig. 1.2c) and even across barrels. Axons of layer 4 stellate cells in particular 

often left their principle barrel and were found to touch sometimes more than 10 neighboring 

barrels, in an asymmetric pattern. Some characteristic cell morphologies are shown in figure. 

1.2d, showing the distribution of axons and dendrites over cortical depth, for the layer 5 and 

6 cells. This impressive work also characterized the axonal and dendritic spread at various 

cortical depths for each excitatory neuronal subtype (Fig. 1.2c).   

Barrel Cortex 

 
Figure 1.3. Lemniscal and paralemniscal pathway wiring diagram. Cells are shown in black, green 

projections show the lemniscal pathway, red shows intracortical circuits between the lemniscal and 

paralemniscal routes, blue shows the paralemniscal path and magenta is the thalamocortical loop. A 

shows the direct pathway from primary thalamus. B The secondary thalamus provides paralemniscal 

input into barrel cortex. C Describes the corticothalamic loop. Image taken from (Lubke and 

Feldmeyer, 2007), figure 8 (with permission, Springer Nature).  
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The barrel cortex is the primary sensory area for whisker touch in whisking rodents (Woolsey 

and Van der Loos, 1970; Lubke and Feldmeyer, 2007; Fox, 2008). The barrels that categorize 

this region are anatomical features of cortical layer 4 stellate cells, forming columns. Each 

barrel responds preferentially to a particular whisker on the animal’s face. These barrels are 

organized in a topographic manner across this cortical area. The neurons are mainly 

excitatory neurons, made up of pyramidal and stellate cells, with the rest of the neurons being 

GABAergic interneurons (Narayanan et al., 2017). Also in barrel cortex six layers of cyto-

architecture are defined, with Layer 1 being mostly neuropil, pyramidal neurons are primarily 

found in layer 2/3, 5 and 6, and spiny stellate cells in Layer 4. Pyramidal cells are the primary 

output of the cortex in general and barrel cortex is no exception.  

Input to Barrel Cortex 

Information of whisker touch originates in pressure sensing nerve endings in the whisker 

follicles. It passes to the trigeminal nuclei in the brainstem where it crosses over to the 

contralateral side of the brain, and then finds the thalamus (Diamond et al., 2008). The direct 

inputs to the barrel cortex are these thalamic nuclei. Starting from the whisker follicle, 

information is already split into three pathways that remain somewhat separate, all the way 

to the cortex. These are the lemniscal, and extralemniscal paths going through the ventral 

posterior nucleus of the thalamus (VPM) and the paralemniscal path going through the 

posteromedial complex of the thalamus (PoM), into the barrel cortex. The VPM connects 

most strongly to spiny stellate cells in layer 4, but also sends efferents to layers 3 and part of 

5 and 6. These connections to Layer 4 are numerous but particularly weak (Bruno and 

Sakmann, 2006). Despite this they are still the main driving force behind Layer 4 excitation. 

This suggests that input to Layer 4 must be synchronous and massive, which is what would 

be expected when a whisker is manipulated. The PoM meanwhile projects mainly to layer 5, 

but in a separate part from where the VPM connects, plus has some additional connections 

to layer 1, where it connects to many cell types, including layer 2/3 pyramidal cells (Casas-

Torremocha et al., 2019). Looking the opposite way and staining cells retrogradely from the 

primary somatosensory cortex, layer 1, it was found that PoM and primary motor cortex were 

the most significant contributors of input (Herkenham, 1980). Layer 4 stellate cells tend to 

project upwards to layer 2/3 where they excite the pyramidal cells, and unlike the rest of the 
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cortex, this connection seems to be one-directional. A simplified diagram of wiring in the 

lemniscal and paralemniscal pathway is shown in Figure. 1.3. This diagram certainly does 

not cover the entire pathway, as outputs from the cortex go to many places in the brain, but 

this sketch shows concise connections between cells in various layers and nuclei, and 

importantly how neighboring barrels interact. 

There have been suggestions that 

paralemniscal vs lemniscal paths 

divide the cortex into two functional 

microcircuits, although reciprocal 

wiring keeps both pathways 

intimately connected. The cortex 

forms many loops of connectivity 

and thus the thalamus excites the 

barrel cortex and the cortex feeds 

back to the thalamus through Layer 6 

pyramidal neurons (shown in Fig. 

1.3) - (Shepherd, 2003; Lubke and 

Feldmeyer, 2007).  

Barrel Cortex Physiology 

Work by Constantinople and Bruno 

(Constantinople and Bruno, 2013) 

has shown that the connections from 

the thalamus to the barrel cortex are 

not as simple as previously thought. 

At the time of the review by Lübke 

and Feldmeyer (Lubke and 

Feldmeyer, 2007), it was believed 

that the lemniscal input projected 

only to layer 4, which in turn excited 

layer 2/3 and then moved to Layer 5 

Figure 1.4. A Thalamo-cortical projection neurons and the 

thalamic nuclei they originate from. RT refers to reticular 

thalamus and the numbers on the right of the image are 

cortical layers. B Typical morphology of an M-type 

thalamocortical cell. C Distribution of cell types (IL, M 

multiareal, M focal and C type), in the various thalamic 

nuclei. Nuclei names mentioned elsewhere in this text: VPM, 

ventroposterior medial thalamic nucleus, and Po, posterior 

thalamus (I refer to PoM, or posterior medial nucleus 

thalamus) Figure taken from (Clascá et al., 2012), figure 1 

(with permission, John Wiley and Sons).  
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and 6, in serial order. By comparing latencies of whisker responses, paired recordings of 

thalamic and neurons of layers 5 and 6, and drug inactivation of layer 4, Constantinople and 

Bruno (Constantinople and Bruno, 2013) were able to conclusively show that whisker evoked 

responses do not go in a serial path. It seems that Layer 5 and 6 receive their own input from 

the thalamus, as shown by paired recordings where thalamic stimulation excited about a 

quarter of the Layer 5 neurons they found, but only one percent of the Layer 6 cells. 

Excitation of Layer 5 from whisker stimulation arrives either slightly earlier, or perhaps 

simultaneously with the input to layer 4, while Layer 6 is excited simultaneously with layer 

2/3. The Layer 4 signal still travels to layer 2/3, which does synapse with layers 5 and 6, but 

this connection seems not to be for bottom-up signaling, but more for a comparison between 

the signals. To investigate the spread of thalamic projections to the cortex Rubio-Garrido et 

al (Rubio-Garrido et al., 2009) laid fast-blue dye (a retrograde tracer) over Layer 1 of rat 

somatosensory cortices including adjacent areas. Cells were traced back to Layer 5 and 6, 

but more interestingly, a huge amount of cells were traced back to many nuclei of the 

thalamus. Even when reducing the tracer amount and restricting its spread to a small region, 

the tracing still showed multiple nuclei, from a vast range of functions. Motor and sensory 

nuclei project and converge in narrow areas of the somatosensory cortex, seemingly on the 

apical tufts of the Layer 5 neurons. Figure. 1.4 shows the known classes of thalamo-cortical 

projecting neurons, from the thalamic nuclei they depart from and the cortical layers they 

arrive in. This emphasizes how important direct thalamic input is to many cortical areas, 

through layer 1 inputs.  

While Layer 5 neurons are considered the primary output of all cortical areas and Layer 6 

form the corticothalamic feedback loop (Lubke and Feldmeyer, 2007; da Costa and Martin, 

2010; Constantinople and Bruno, 2013) Layer 5 neurons also show massive interconnectivity 

with the rest of the cortical layers, through layer 1. Cauller, Clancy and Connors (Cauller et 

al., 1998) performed cell tracing from Layer 1 of the primary barrel cortex. They found huge 

horizontal fibers coursing through the neuropil for longer than 1 mm, which is a very long 

distance in the rat brain. Known targets for cells in the primary somatosensory cortex are the 

secondary somatosensory cortex and the primary motor cortex, but they also found long 

axons projecting backwards to the Layer 1 neuropil from these regions. Also shown was the 

massive extent to which Layer 1 receives input from layer 5. It has even been estimated that 
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cortico-cortical connections are the main form of cortical input, making up between 99% and 

99.9% of all fibers connecting to the cortex (Shepherd, 2003). Together their results illustrate 

the interconnectedness of the neocortex, with its canonical microcircuits. 

This is interesting given the findings of Larkum, Senn and Lüscher (Larkum et al., 2004) 

who performed patch clamp experiments on Layer 5 pyramidal cells, looking at their 

responses based on excitation from Layer 1 input (to their distal tufts). What they found was 

input to the tuft is very weak, as expected and modeled by a passive conductance going from 

the very fine and distant distal tufts and transmitting to the deep cell body.  

If the apical dendrite brings the cell above threshold and it fires an action potential, it also 

generates a back propagating action potential, which travels up the distal dendrite and 

depolarizes the tuft. While the tuft is depolarized (time window of about 20-30 ms), input to 

the tuft is reliably translated into action potentials, and especially into bursts of action 

potentials. This is a different mode of activity for these neurons, which under other 

stimulation procedures tend not to burst. Given the inputs found by Rubio-Garrido et al 

(Rubio-Garrido et al., 2009), this could represent a convergence of information on the Layer 

5 neuron, but only when the neuron has just fired from bottom-up stimulation (for example, 

whisker stimulation).  Coincidence detection like this, in pyramidal neurons is believed to be 

a key computation these cells perform. Previous research showed that N-methyl-D-aspartate-

receptor (NMDA) receptors in dendritic tufts work in concert with α-animo-3-hydroxy-5-

methly-4-isoxazolepropionic acid (AMPA) receptors to produce large scale calcium spikes 

in the neuron. Simple excitation of the dendrite by glutamate produces small calcium events, 

by triggering voltage gated calcium channels, after triggering AMPA receptors. When an 

action-potential is triggered within the cell however, and glutamate also released, then 

NMDA channels open, generating the large calcium spike (Schiller et al., 1998). A large 

NMDA triggered somatic spike massively amplifies the somatic voltage response, and these 

NMDA spikes can be triggered by repetitive, concurrent AMPA triggered spikelets (Schiller 

et al., 2000). Together, these studies point to pyramidal cells preferentially amplifying signals 

where coincidence between inputs has been detected, and paints a picture of the cortex 

performing signal integration across all its layers.  
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Recent work from Zhang and Bruno (Zhang and Bruno, 2019) suggests that cortical inputs 

to barrel cortex are weaker than the secondary thalamic inputs from the POm. Channel-

rhodopsin was expressed in primary motor cortex, secondary somatosensory cortex, and the 

POm, so stimulation could be done in vivo. Whole-cell electrical recordings were made on 

layer 2/3 pyramidal cells, while excitation light for the channel rhodopsin shone through the 

cranial window, exciting fibers in the area of the electrical recording. While the animals were 

under general anesthesia, POm fiber activation resulted in a much larger response than fiber 

activation from either cortical source. Additionally, when combined with simultaneous 

whisker stimulation, the POm fiber activation produced supra-linear potentials in the layer 

2/3 cell, while whisker stimulation combined with cortical fiber input did not. This large 

depolarization due to POm stimulation seemed to stay intact during wakefulness, as recorded 

by an LFP recorded in layer 2/3. There were some differences between wakefulness and 

general anesthesia however, as the wakefulness produced persistent depolarization, which 

was not seen under general anesthesia. This does not seem to be a general dampening of the 

neural activity though, as sedation with fentanyl also produced persistent depolarization with 

POm activation in layer 2/3 cells, so something about isoflurane as an anesthetic reduces the 

persistent depolarization of layer 2/3 cells. Recordings of extra-cellular potentials in the POm 

also showed a massive decrease in firing during isoflurane anesthesia, compared with 

fentanyl sedation, suggesting the change occurs due to thalamic activity.  

In a review of cortical function and anatomy, Cauller (Cauller, 1995) hypothesized the 

function of Layer 1 to be an integration zone for top-down and bottom-up signals. Bottom-

up signaling has to an extent already been covered in this review (Lubke and Feldmeyer, 

2007; da Costa and Martin, 2010; Constantinople and Bruno, 2013), where whisker 

stimulation is reliably transferred from touch to a graded neural response in the cortex, 

especially in layers 4 and 5. Top-down on the other hand focuses on the conscious attention 

to sensation, sometimes termed perception. Cauller (Cauller, 1995) cites work studying the 

difference in touch signaling in monkeys, where the touch response can be broken into two 

parts, the positive initial response (P1) and the negative initial response (N1). Both are termed 

by the neural network response to touch, with P1 occurring just before N1. P1 remains during 

anesthesia, while N1 is abolished. P1 is graded by how strong the stimulus was, but N1 is not 

present in monkeys reporting a false negative touch, but is present when they report a false 
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positive (where P1 is not present). This has lead researchers to suggest N1 is a conscious 

component of touch relating to attention and thought, while P1 is unconscious and is the pure 

touch signal built from sensation. For some, these responses are perfect analogs for top-down 

and bottom-up processing respectively. When looking for the maximum of both these 

responses in the cortex, P1 is at its peak in the middle layers of the cortex, around where the 

lemniscal pathway synapses. N1 was found higher, seemingly in layers 2 or 1. Unfortunately 

electrode recordings of these type that characterize these responses cannot resolve the 

distance between layers 1 and 2.  

An alternate approach to separating top-down and bottom-up signals, is to use an odd-ball 

behavioral paradigm. Sensory stimulation is given in a train of habituation inducing stimuli, 

all very similar and spaced evenly apart. After habituation has occurred, a break in the chain 

is given with an unevenly placed, and slightly different ‘oddball’ stimulus. In this way, the 

sensory paradigm gives individual stimuli which can be measured, habituation which can be 

measured, and a surprise stimulus which can be measured. Bottom-up processing grades 

responses by the strength of the inputs, with no habituation or surprise, as it is creating 

responses based purely on the sensory inputs. Top-down processing gives habituation and 

can show surprise with an extra-large response. Using such an oddball paradigm with whisker 

stimulation, (Musall et al., 2015), and recording cortical activity with a current-source density 

electrode through all cortical layers, top-down and bottom-up responses were separated. 

Layers 2/3, and 5/6 all showed habituation and large responses to the oddball stimulus, 

indicating surprise. Layer 4 however had no habituation and showed no additional response 

to the oddball, until 400ms following its presentation. This is likely feedback from layer 2/3 

or 5 and 6, indicating layer 4 produces no top-down information of its own. This feeds into 

the theory separating cortical layers into bottom-up areas, top-down areas, and areas where 

these two paths converge (Larkum, 2013).  

Given the anatomy of the region, layer 1 would be the ideal region to integrate top-down with 

bottom-up processing. . The many convergent thalamic inputs to Layer 1 (Rubio-Garrido et 

al., 2009), and the feedback loop to Layer 1 resulting in bursting of Layer 5 neurons (Larkum 

et al., 2004). The massive horizontal fibers travelling across Layer 1 to distant cortical regions 

where it can integrate multiple inputs (Cauller et al., 1998), as well as the regular looping of 
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Layer 5 to Layer 1 and Layer 4 to layer 2/3, which in turn excites layers 5 and 6. All together, 

these suggest integration of multiple sources, all converging in layer 1.  

The zona incerta of the thalamus is very important for cortical layer 1 function, despite the 

two areas not being directly connected. This nucleus is inhibitory and connects directly with 

the POm, which is a major source of excitation for layer 1 (Zhang and Bruno, 2019). The 

zona incerta is also very arousal dependent and seems to be turned on and off by cholinergic 

neurons of the brain stem (Masri et al., 2006), which are known to be on during wakefulness 

and arousal and dampened during sleep and unconsciousness (such as under anesthesia) 

(Trageser et al., 2006; Masri et al., 2009). Under this interaction, POm neurons fire at reduced 

rates during anesthesia compared with wakefulness (Masri et al., 2008) so it is to be expected 

that Layer 1 receives much more sensory input during wakefulness than during 

unconsciousness. This aligns with Cauller’s theory of top-down, bottom-up integration in 

Layer 1 (Cauller, 1995). Some evidence for this exists in Cauller and Kulics’ study (Cauller 

and Kulics, 1988), where a monkey falling to sleep showed a changed N1 response, as 

recorded by a local field electrode. As the N1 response is believed to occur in Layer 1 and 

modulation of it during sleep is in agreement with the work from Trageser et al (Trageser et 

al., 2006).  

The role the primary thalamus plays, compared with the secondary thalamus, on cortical 

activation has been examined. These studies demonstrate the difference between bottom-up 

processing and top-down, and the effect is has on cortical activity. Llinas, Leznik, and 

Urbano (Llinás et al., 2002) used acute thalamocortical slices to examine the effect of 

stimulation in the thalamus, on cortical activity, around the somatosensory pathways. The 

slices were bathed in a voltage sensitive dye (VSD), so activity in the entire cortical slice, 

and thalamus could be recorded, during and following the stimulation (via electrode). 

Stimulation in the ventrobasal thalamus (including VPM), as expected, produced large 

depolarization in cortical layer 4 of the somatosensory cortex (S1), with less activity triggered 

in cortical layers 5 and 2/3. Stimulating the centrolateral thalamus (including POm) lead to 

all cortical layers in S1 being activated. When stimulating both thalamic areas 

simultaneously, a massive cortical depolarization occurred, especially in S1 layer 5 neurons. 

This depolarization was greater than the sum of just centrolateral and ventrobasal stimulation 
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on their own, pointing to coincidence detection between the pathways, and non-linear 

summation, in line with theories of coincidence detection in pyramidal cells (Schiller and 

Schiller, 2001; Larkum et al., 2004). Supra-linear summation of inputs was also shown when 

the centrolateral thalamus was stimulated with gamma-frequency pulses, resulting is a 

growing depolarization in S1 and particularly layer 5 neurons. This did not occur with 

ventrobasal thalamic stimulation at gamma frequencies. Finally, to reinforce the idea of 

coincidence detection, a small incision was made in the cortical slice, severing horizontal 

connections through the cortex, except for layer 1. Stimulation on layer 1 showed that activity 

did not spread beyond this incision. Combining the layer 1 stimulation with ventrobasal 

stimulation however restored the massive depolarization across the cortex even beyond the 

incision, suggesting layer 1 carries the coincidence detection between primary and secondary 

thalamic inputs into S1.  

Looking further into barrel cortex and physiological differences between cortical layers, 

Lacefield et al (Lacefield et al., 2019) recorded barrel cortex neuron responses during a 

reinforcement learning task. When the mouse detected a pole with its whisker, it could press 

a lever and a water reward was delivered. In this way, they could record the cellular activity 

in response to the pole touch, and to the reward delivery (or expected reward). Activity was 

recorded using two-photon imaging of GCaMP expressed in specific subsets of cortical 

neurons (layer 5 pyramidal cell apical dendritic tufts, layer 4 spiny-stellate cell soma, layer 

2/3 pyramidal cell soma and apical dendritic tufts) through a cranial window. Layer 5 

pyramidal cell dendritic tufts responded strongly to both random water rewards, and pole 

detection, but preferred the pole detection. Layer 2/3 apical dendritic tufts, and soma also 

showed responses to both pole detection, however the soma showed a larger response to the 

pole detection while the dendrites preferred the random rewards. In contrast, layer 4 spiny-

stellate cell soma showed only a small response to pole detection, and no response to the 

random rewards. This demonstrates the differences between top-down (layers 2/3, 5, 6) and 

bottom up (layer 4) processing, and lines up with work from Musall et al (Musall et al., 2015) 

in their oddball paradigm. 

Cortical Oscillations 
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Cortical oscillations occur when certain configurations of neuron networks oscillate their 

membrane voltage, in phase with each other. This seems to be an emergent property of the 

network (Buzsáki and Draguhn, 2004; Bartos et al., 2007; Buzsáki, 2009; Buzsáki and Wang, 

2012; Dumont et al., 2017; Dumont and Gutkin, 2018), where given the correct initial 

conditions, oscillations will occur out of noisy input signals to the network. These oscillations 

are classified by their frequency and power. Bands of frequency are grouped together, as we 

see characteristic frequencies in a range appear under certain conditions and in specific brain 

regions (Buzsáki, 2009). Slower oscillations tend to have larger power in the brain, with a 

decreasing power following a log scale with the increasing frequency (Buzsáki and Draguhn, 

2004). The primary oscillation bands are split into delta (0-4 Hz), theta (4-10Hz), beta (10 – 

30Hz), and gamma (30+ Hz), in rodents (Buzsáki, 2009). These bands are slightly different 

in primates, but the same names are used as they are thought to relate to specific neural 

features, rather than an arbitrary frequency band.  

The slower oscillations (delta, theta, beta), in cortex tend to be less studied than gamma. 

These larger oscillations are less local, and also can be very large in power (Buzsáki and 

Draguhn, 2004). It is thought that some arise from looping circuits connecting the cortex and 

thalamus (Buzsáki, 2009). This is especially thought for the cortical theta rhythms, which 

would make them more an analog of human alpha rhythms than the hippocampal theta 

rhythms which can also be found. Sun and Dan (Sun and Dan, 2009) found a difference in 

slower rhythms in the rat visual cortex, separated by layer, with a large peak around 2Hz, in 

layer 2, while layer 5 had a lot of beta activity and no 2Hz peak. These oscillations, and 

especially the beta rhythms were activity dependent, so reflected the local activity in some 

way. 

Gamma oscillations in cortex and hippocampus are probably the most studied form of neural 

rhythm. Partly this is because they tend to be local (Buzsáki, 2009), making the study of any 

area with them easier, but also we have a better idea of how they arise than other oscillations. 

It has been known for some time that inhibition is key to synchronized neural activity 

(Skinner et al., 1994; Van Vreeswijk et al., 1994), and that is particularly true for gamma 

oscillations. Computational models can create neural networks with spontaneously generated 

gamma oscillations, either with purely fast-spiking interneurons (Dumont et al., 2017; 
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Dumont and Gutkin, 2018), or with a mix of fast-spiking interneurons and excitatory 

pyramidal cells (Bartos et al., 2007; Dumont et al., 2017; Dumont and Gutkin, 2018). 

Experimentally, the mechanism of gamma has been probed (Buzsáki and Wang, 2012), 

perhaps most conclusively using optogenetics to drive or inhibit gamma rhythms in networks 

(Sohal, 2012). Optogenetic drivers could create gamma rhythms reliably when driving fast-

spiking interneurons, but not when driving pyramidal cells in the same network. Other 

rhythms could not be generated this way. This suggests that fast-spiking interneurons 

(parvalbumin expressing) lead the gamma generation in cortex, and then entrain the 

pyramidal cells to the same rhythm. Similarly, using an optogenetic inhibitor on fast-spiking 

inhibitory cells, gamma could be decreased (not all cells were transfected with the 

optogenetic inhibitor, so a complete stop was not expected). Additionally, while gamma was 

occurring in the network, signals coinciding with the gamma peaks were enhanced, and those 

that did not were inhibited. This suggests that gamma plays an important role in shaping 

cortical signaling. This is in line with theoretical work by Dumont and Gutkin (Dumont et 

al., 2017; Dumont and Gutkin, 2018). Using somewhat realistic cortical neural networks 

made of pyramidal cells and fast-spiking interneurons, they studied how signal transduction 

within a network and between two networks is affected by gamma oscillations. Their work 

shows how the timing of signals within a gamma oscillating circuit can be enhanced by 

occurring to coincide with the peak of the oscillation. 

Bieler et al (Bieler et al., 2018) studied multisensory integration, between whisker and visual 

pathways, in vivo. Recordings were made in the primary thalamic nuclei VPM for whiskers, 

and lateral geniculate nucleus for vision. Additional recordings were also made in S1, and 

primary visual cortex. Simultaneous whisker and visual stimulation lead to greater activation 

of both thalamic nuclei, but also a binding of beta and gamma oscillations between them. 

Further, whisker stimulation alone could induce gamma oscillations in S1, but simultaneous 

whisker and visual stimulation increased the binding of gamma oscillations in S1 with beta 

oscillations in the thalamus. 

 All together these studies tie into the communication through coherence theory (Fries, 2005; 

Bastos et al., 2015). The basis of this theory is that neural networks are held by a relatively 

inflexible network architecture (cell connections can change, but not on the millisecond to 
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second time scale), but brain regions need to communicate with various areas, depending on 

the task at hand. If they were to communicate with all areas they were connected to, all the 

time, it could lead to an excess of noise over signals in the brain. This theory posits that 

oscillations allow brain areas to communicate selectively, by synchronizing oscillations with 

the region it is targeting, and desynchronizing with unintended target areas. In this way, the 

network architecture can stay static, but by simply tuning the frequency and phase of activity, 

like a radio, the intended area can be dialed into.  

VSD imaging has been successful for recording neural oscillations. As bulk loaded VSD 

reports average membrane potential, the main signal captured is from synchronized neural 

activity (Antic et al., 2016). Synchronized activity is a requirement of neural propagating 

waves (Wu et al., 2007) and oscillations, so it is no large jump to record neural oscillations 

and waves with VSDs. The synthetic voltage dye RH414 successfully recorded oscillations 

up to 15Hz in turtle olfactory bulb, during odor sensing (Lam et al., 2000). The dye RH1692 

captured slow-wave oscillations covering massive areas of the cortex in awake mice 

(Mohajerani et al., 2010). Acute slices with VSDs and genetically encoded voltage sensitive 

fluorescent proteins have been useful for probing oscillatory networks (Wu et al., 1999; 

Leznik et al., 2002; Bao and Wu, 2003; Bai et al., 2006; Akemann et al., 2012; Yoshimura et 

al., 2016). Derdikman et al (Derdikman et al., 2003) used RH-1691, 1692, and 1838 to image 

urethane anesthetized rat barrel cortex, during whisker deflection. Here, a large 16Hz 

oscillation was detected in the cortex following whisker stimulation, but it could not be depth 

resolved. Faster oscillation peaks were not found. This has been characteristic of oscillation 

detection using voltage dyes – fast and small oscillations can be detected in vitro, where 

slices and ultra-fast cameras can access the cortical networks more specifically. In vivo 

however, fast oscillations have been difficult to detect, although oscillations have been found 

(Antic et al., 2016).  

Voltage Imaging of Network Activity 
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A

 
Figure 1.5. A VSD recording overlaid with 

simultaneous electrode recording of an action 

potential in a squid giant axon taken from 

Cohen et al (Cohen et al., 1974), figure 2. B 

VSD recordings in a hippocampal slice. The 

left image shows averaged EPSP responses 

taken from VSD imaging at various regions. 

Note the spread of the EPSP from one region to 

another. The right image shows the array of 

photodiodes used to image the dye at each 

location (Grinvald et al., 1982), figure 11 (with 

permission, John Wiley and Sons). 

B 

 

The main advantage of VSD imaging of neural activity in single neurons or networks is that 

imaging gives spatial scale in a way that electrodes and other techniques cannot hope to 

match (Grinvald and Hildesheim, 2004; Shafeghat et al., 2016). Although the temporal 

resolution is often not as good as in electrodes (limited by the read out of a camera sensor, or 

scanning speed of a microscope), the ability to place functional changes to a specific area 

and look at the neuronal morphology simultaneously can be very valuable. Synthetic voltage 

dyes work by embedding themselves in cell membranes and as an electric field passes across 

the membrane it alters the fluorescence of the dye (Kuhn and Fromherz, 2003).  

The first application of a voltage dye in a biological tissue was by Tasaki et al (Tasaki et al., 

1968), who were looking for ways to optically measure functional changes in neurons. They 

identified action potentials in dissected crustacean nerves using the dye 8-anilononapthalene-

1sulfonic acid. The signal they achieved from these recordings was 0.002% change in 

fluorescence for an action potential. Cohen et al (Cohen et al., 1974) continued the voltage 

dye route of investigation and screened hundreds of compounds to find a series of voltage 
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dyes (cyanine family of dyes) that produced the best signal. As shown in Figure 1.5a, the 

optical signal achieved in these recordings, although small in terms of absolute change, 

follows the electrical recording very well. This demonstrates the appeal of VSDs, as it is 

possible to achieve optical recordings that match electrical recordings almost exactly, except 

that optics can be expanded to also collect spatial information. Grinvald, Manker and Segal 

(Grinvald et al., 1982) recorded network voltage activity using a VSD in acute hippocampal 

brain slices. Because VSD signals are generally small (typically 0.1 – 1% change in 

fluorescence in physiological conditions), all trials they performed required averaging in 

order to come up with significant voltage signals. Still they recorded paired pulse voltage 

spread, with paired pulses of excitation from stimulating electrodes and a rising excitatory 

post-synaptic potential (EPSP) in response to the second stimulation. They also identified the 

dendrites as the primary source of signal for VSD imaging, because the action potentials are 

very brief depolarizations and then repolarizations in membrane potential. These average out 

to no change in fluorescence unless captured under extremely high resolution. The only way 

to image action potentials is if a large number of them in a nearby region synchronously fire, 

so that the fluorescence change is so large that it will be visible in a very small time window. 

This is unlikely in many brain regions. Dendrites on the other hand produce extended periods 

of depolarization, with no following hyperpolarization, making them much easier to detect. 

There is also a secondary phase of depolarization produced by glial cells, although this works 

on a much longer time scale (seconds, rather than tens of milliseconds for dendritic EPSPs) 

(Konnerth and Orkand, 1986; Lev-Ram and Grinvald, 1986). An example of VSD recordings 

(Grinvald et al., 1982) in response to hippocampal stimulation is shown in Figure 1.5b, 

illustrating the spatial resolution possible with VSD recording. The spatial resolution of these 

signals, as well as the signal-to-noise ratio have increased greatly since 1981, to a point where 

no averages are required to detect certain neural signals. For example, Shafeghat et al 

(Shafeghat et al., 2016), and Roome and Kuhn (Roome and Kuhn, 2018), who achieved 

single action potential detection in neurons stained with a VSD, and fluorescence changes of 

greater than 20%.   

Network activity recordings of the barrel cortex have been taken using VSD imaging over 

the last three decades in several ways (Orbach et al., 1985; Kleinfeld and Delaney, 1996; 

Petersen et al., 2003; Berger et al., 2007; Kuhn et al., 2008). Orbach, Cohen and Grinvald 
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(Orbach et al., 1985) simply poured their dye over the pia-mater and allowed it to seep into 

the neurons on the surface of the brain. This targeting of the upper layers allowed field 

investigations that were not possible with electrodes. Because the VSD preferentially 

translates dendritic potentials rather than action potentials, unlike the single unit recording 

electrodes, this study showed a unique signal in the upper barrel cortex to whisker stimulation 

in terms of neural response over time and cortical area.  

Kleinfeld and Delaney (Kleinfeld and Delaney, 1996) used dye in a similar manner, imaging 

cortical spread of whisker excitation over time. The dye was shown to only spread to layers 

1, 2 and 3 in any meaningful concentration, while their microscope could only effectively 

pick up signals from the upper 200µm, limiting their signals to a mix of layers 2 and 1. They 

effectively showed stimulation spreading over approximately 1mm in the course of about 13 

seconds. In the excellent research by Petersen, Grinvald and Sakmann (Petersen et al., 2003), 

a VSD was again diffused through the upper layers of barrel cortex, but was accompanied by 

whole cell electrode recordings and optical neural reconstructions. Through this they were 

able to identify the network dendritic signal, combined with single cell spiking activity. 

Membrane potentials of layer 2/3 pyramidal neurons were very well correlated with the local 

VSD response, especially following whisker deflection. In this way, VSD recordings at least 

in cortical layer 2/3 can be interpreted as a good analog of the membrane activity of the 

pyramidal cells there. It is unknown how strong this relationship is in layer 1, or deeper layers 

however. In terms of calibrating and verifying VSDs, they showed neurons without dye had 

the same electrical responses as those with dye, and neurons without electrodes had the same 

VSD signal response as those with electrodes attached. Additionally with the combination of 

whole cell recording and a VSD around the same neuron, changes in the whole recording 

could be used to calibrate the dye, showing that the dye is accurate to within 2.0 mV rms 

(Dye RH1681). Their results showed early responses to the whisker stimulation confined to 

a single barrel column, about 13 ms after the whisker was touched. This then spread to the  
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Figure 1.6. A Chemical structure of VSDs, 

including ANNINE-6 and 6plus. Aromatic rings 

incorporated into the ANNINE dyes, preventing 

any twisting or turning. Figure adapted from (Kuhn 

and Fromherz, 2003), figure 1 (with permission, 

American Chemical Society), and (Fromherz et al., 

2008), figure 1 (open license). B 2D fluorescence 

spectra are shown for excitation/emission and 2D 

sensitivity to voltage change. Figure from (Kuhn 

and Fromherz, 2003), figure 3 (with permission. C 

Sensitivity to various excitation wavelengths in the 

two-photon excitation regime. Sensitivity 

obviously increases with longer wavelength, as the 

excitation moves further along the excitation 

spectral edge. Figure adapted from (Kuhn et al., 

2004), figure 5 (with permission, Elsevier). 
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neighboring barrels in about 20 ms and greatly increased intensity from about 50 to 100 ms, 

before dying down by the 200 ms mark. This spread was Gaussian in shape and graded in 

intensity and area, based on the strength of the original whisker stimulation. In a similar area 

of research Berger et al (Berger et al., 2007) using combined VSD (RH1691) and calcium 

dye labeling (Oregon Green 488) to look at the same whisker responses in barrel cortex. The 

calcium dye showed action potential bursts, as action potential bursts in cortical pyramidal 

produce a large calcium ion influx into the cytosol on a longer time scale than the membrane 

voltage.  

Blocking glutamate transmission, just as Petersen, Grinvald and Sakmann did (Petersen et 

al., 2003), blocked VSD signals, but only reduced the calcium signal by half. This suggests 

the calcium dye shows a mix of pre and post-synaptic actions, but the VSD primarily picks 

up post-synaptic potentials, in line with previous studies linking VSD signals to dendritic 

activity. The time scales and spread of excitation found was very similar to the work of 

Petersen, Grinvald and Sakmann (Petersen et al., 2003). 

The VSDs used in our lab are from the ANNINE family of dyes (Hübener et al., 2003; Kuhn 

and Fromherz, 2003; Kuhn et al., 2004; Fromherz et al., 2008). ANNINE-6 was designed 

from the family of hemicyanine dyes, to be more stable and have higher voltage sensitivity. 

ANNINE-6 has six aromatic carbon rings bridging its aniline and pyridinium groups (Fig. 

1.6a), and while ANNINE-3, 4, 5, 6 and 7 were synthesized, ANNINE-6 was found to be the 

best for voltage imaging in cell membranes (Hübener et al., 2003; Kuhn and Fromherz, 2003; 

Kuhn et al., 2004). The aromatic rings of the ANNINE family dyes prevent twisting around 

the flexible bonds found in the other styryl dyes, which makes the voltage sensing process of 

ANNINE much more controlled and predictable. Additionally, with more aromatic rings the 

solvatochromism, or shift of excitation and emission wavelength due to the polarity of the 

solvent, of the dyes increased and always stayed symmetrical. This indicates a larger charge 

shift within the chromophore, so if a dye molecule is embedded in a lipid bilayer it can change 

its fluorescence with small changes in the membrane position caused by solvatochromism, 

or from an interaction of the molecular charge shift with an external electric field over the 

membrane (electrochromism). ANNINE-6 and ANNINE-6plus were found to be purely 

electrochromic (Kuhn and Fromherz, 2003). A larger charge shift linearly correlated with a 
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larger spectral shift and thus a larger voltage signal (2D fluorescence spectra are shown in 

Fig. 1.6b). The positive trend of increasing charge shift is countered by the increasing 

hydrophobicity with increasing length, making ANNINE-7 insoluble under biocompatible 

conditions.  

ANNINE-6plus is very similar to ANNINE-6, but the negative headgroup of neutrally 

charged ANNINE-6 is replaced by a positively charged headgroup so that ANNINE-6plus 

has two positive charges in solution (Fig. 1.6b). ANNINE-6plus shows the same spectral 

characteristics as ANNINE-6, and has similar membrane binding properties, but has the 

advantage of being much less hydrophobic. This means staining procedures using ANNINE-

6plus do not have to use surfactants such as Pluronic F-127 in DMSO, which may alter cell 

function (Tsvyetlynska et al., 2005; Hanslick et al., 2009). Also ANNINE-6plus can stain 

cells intracellularly, while intracellular up-take of ANNINE-6 is near impossible (Fromherz 

et al., 2008). Additionally ANNINE-6plus and ANNINE-6 were found to be some of the least 

neuro-active VSDs available (Mennerick et al., 2010). Only under extreme photon exposure 

was there any detected hyperpolarization with ANNINE-6plus staining, but under its normal 

two-photon use, there should be little to no hyperpolarizing currents associated with 

ANNINE-6 and ANNINE-6plus staining. 

To further increase the sensitivity of ANNINE-6 (and ANNINE-6plus), Kuhn, Fromherz and 

Denk (Kuhn et al., 2004) demonstrated that exciting the dyes not at the spectral flank, but at 

the spectral edge produces a typically five-times larger voltage sensitivity (intensity change 

per photon per mV). This also dramatically reduces photo damage to the cells and bleaching 

of the dye, because fewer photons deliver more information. The increased voltage signal on 

the far spectral edge comes about because a pure spectral shift (as expected from a pure 

electrochromic dye) results in no relative change at the peak, but a theoretical infinite relative 

change at the very spectral edge. The random noise of the measurement primarily comes 

from shot noise of photon detection (rare and uncorrelated events), so Poisson statistics can 

be applied. Relative noise is given by N = √(n)/n, where n is total number of detected photons. 

This means gain in sensitivity at the spectral edge more than offsets the increase in noise 

from reducing the total fluorescence. The largest sensitivity measured for ANNINE-6 was 

0.35%/mV for one photon excitation and 0.52%/mV using two-photon excitation. Two-
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photon excitation occurs when two photons of half the typical excitation energy (that is twice 

the wavelength) simultaneously reach a chromaphore and add up their energy to excite an 

electron of the chromaphore which then in turn can emit a photon (Denk et al., 1990). Using 

two-photon microscopy reduces background noise, overcomes some of scattering of light in 

the brain, and allows for sectioning. Also two-photon microscopy was shown to increase the 

sensitivity of ANNINE-6 by about 20%, compared to one photon excitation (Kuhn et al., 

2004).  

Introduction to Thesis Work 

Using ANNINE-6 and two-photon microscopy, Kuhn, Denk and Bruno (Kuhn et al., 2008) 

imaged activity in mice barrel cortices during anesthesia and waking. Spontaneous and 

whisker evoked neural activity was collected with an electro-encephalogram (EEG), which 

was compared with the voltage dye response, in layers 2 and 1. Most recordings were made 

using a line-scan where the focal spot of excitation moves only in a line, rather than scanning 

a plane. This creates a very rapid image, recorded around 1 kHz, but contains only one-

dimensional spatial information. The combination of this scanning with a two-photon 

microscope allowed them to take average membrane voltage recordings of the upper cortical 

layers in much finer precision than previous VSD applications to the barrel cortex (in terms 

of z-plane resolution). For the first time Layer 1 field recordings were isolated. The size 

fluctuations in fluorescence were even converted to changes in electric field, given an 

assumed density of dendrites in Layer 1 (-1.1% change in fluorescence translates to a 10mV 

fluctuation). 

Cross-correlations showed recorded voltage diverged from the EEG recordings in Layer 1 

during waking but increased in layer 2. This is attributed to the inhibition of the zona-incerta 

(Trageser et al., 2006), which allows Layer 1 to begin integrating signals from multiple 

sensory pathways, resulting in a less synchronized signal and a departure from the overall 

cortical field activity picked up by the EEGs. Layer 2 at the same time focuses its activity 

and becomes more synchronized with the EEG. It is speculated that this might be from 

dendritic tufts from Layer 1 that only signal through Layer 2 with successive strong inputs. 

Layer 1 may receive all the noisy and small inputs, but only those integrated over a large 
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number of dendritic branches will spread down the dendritic tree, so the signals measured in 

Layer 2 will only be the strong and somewhat synchronous signals present in layer 1.  

My project comes from the groundwork set by Kuhn, Denk and Bruno (Kuhn et al., 2008), 

taking advantage several technical advances that have occurred since 2008. Firstly, chronic 

window implantations for long term, non-invasive, non-traumatic imaging have become a 

widely established technique. In a collaborative paper (Holtmaat et al., 2009), the various 

labs performing chronic window surgeries describe the techniques used to create and implant 

a cranial window and image fluorescent molecules in the brain, as deep as 1.3mm through 

the cortex. The technique involves gently removing a small section of skull without damaging 

the dura mater below, and gluing a think glass window in its place. While fluorescent 

molecules originally had to be placed in the brain either before the window was in place, or 

through a separate access port, a recent advance demonstrates how a small silicone access 

port can be placed in the glass window and injections and electrical recordings can be taken 

through it (Roome and Kuhn, 2014). Together these advances allow easy application of 

ANNINE-6 and ANNINE-6plus to the cortex and deeper structures, and imaging of neural 

activity, especially in the upper cortical layers.  Additionally, by combining two-photon 

microscopy with VSD imaging, recording neural oscillations at higher fidelity than 

previously recorded, using optical in vivo methods was possible. With two-photon 

microscopy’s optical sectioning, investigations into layer 1 of the cortex become feasible, so 

gaining access  to sensory responses in and around cortical layer 1, and recording any neural 

oscillations is the goal of this research. 
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Chapter 2 

Simultaneous Voltage and Calcium Recording, in Barrel Cortex, in Vivo: Whisker 

Stimulation Responses 

 

Brief Outline 

In this work I recorded in anesthetized and awake mice, using VSD and GCaMP6f, with two-

photon microscopy. I aimed to capture whisker stimulation responses in various cortical 

depths in the supra-granular layers, and compare the GCaMP6f activity with the VSD, over 

depths and cortical states. An LFP was also used as a reference to ensure barrel responses 

were captured and to compare the VSD signal to. Major differences were found between the 

LFP, VSD, and GCaMP6f signals, due in part to the cortical anatomy that they preferentially 

report activity from. The VSD showed a bi-phasic depolarization with a fast and slow peak, 

and potentially larger depolarization during anesthesia. GCaMP6f showed a massive increase 

in activity while the mice were awake, most likely due to thalamic afferents to layer 1 turning 

off during anesthesia. Cortical oscillations were also detected with the VSD, even at the upper 

edge of layer 1. These oscillations showed changes due to whisker stimulation, and in 

particular gamma had a very large response.  
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Introduction 

Study of the super-granular cortex has historically focused on layers 2/3. With its large 

pyramidal cell bodies, and wide array of interneurons, it provides plenty of targets for 

electrodes and various types of imaging (Petersen et al., 2003; Stosiek et al., 2003; Berger et 

al., 2007; Au - Golshani and Au - Portera-Cailliau, 2008; Jouhanneau et al., 2015). This 

leaves layer 1 somewhat neglected. Electrical signals in layer 1 are often masked by the larger 

signals in layers 2/3, and synthetic dyes applied to the cortical surface generally sink down 

beyond 100µm, preferentially staining deeper layers (Orbach et al., 1985; Kleinfeld and 

Delaney, 1996; Petersen et al., 2003). Genetic targeting of protein sensors into dendritic tufts 

(Lacefield et al., 2019), or clever use of optogenetic drivers (Zhang and Bruno, 2019) provide 

good insight into some layer 1 functions, but do so in a very cell by cell basis.  

Overall layer 1 activity is much harder to capture, and so far the best approach has been from 

(Kuhn et al., 2008). Loading a very lipophilic voltage sensitive dye (VSD) into the super-

granular cortex meant dye stuck to membranes in layers 1, 2, and 3, and using two-photon 

microscopy to achieve optical sectioning meant all signals voltage recorded were present 

only in the optical plane being measured. Together this allowed recordings of average 

membrane voltage from within layer 1, without contamination from larger electrical signals 

in deeper layers. Using a VSD is particularly interesting in layer 1 study, as VSDs 

preferentially report dendritic activity (Petersen et al., 2003). Cortical layer 1 has a massive 

confluence of axons from distant cortical, thalamic, and deeper areas, with dendritic tufts 

from nearby cortical neurons. A VSD loaded into layer 1 thus primarily reports the average 

dendritic activity of the nearby neurons, with some influence from distant areas (Zhang and 

Bruno, 2019), as well as back-propagating activity from the cell body and deeper areas.  

One area particularly lacking from layer 1 research is neural oscillations. Generally, 

oscillations are recorded using some form of electrode, or electrical field sensor (Traub et al., 

1999). These approaches lead to extremely high temporal resolution and very low noise, but 

cannot separate smaller signal in areas like layer 1, from stronger signals in neighboring 

areas. In some cases, VSDs and fluorescent proteins have been used to see travelling waves, 

and neural rhythms in the brain (Lam et al., 2000; Zochowski et al., 2000; Akemann et al., 

2012), but these are more often done in acute slice preparations (Iijima et al., 1996; 
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Pedroarena and Llinás, 1997; Tominaga et al., 2000; Zochowski et al., 2000; Jin et al., 2002; 

Kajiwara et al., 2007; Yoshimura et al., 2016; Kajiwara et al., 2019). This, to my knowledge, 

has never been used with two-photon microscopy however, except recently by our group, 

where optical sectioning would allow investigation of neural oscillations within layer 1. It is 

difficult to hypothesize what the network oscillations in layer 1 would comprise of. 

Pyramidal cells in deeper areas show a range of oscillations, including theta (6-10Hz, thought 

to be created from thalamocortical loops – (Buzsáki, 2009)), and gamma (30+ Hz, thought 

to be created by pyramidal, fast-spiking interneuron connections – (Bartos et al., 2007; 

Buzsáki and Wang, 2012)). However, how much of these frequencies are coherent across 

layers, enough to be detected within layer 1, where there is a mixing of dendrites from all 

cortical layers, is difficult to predict.  

In this research, I recorded mouse barrel cortex using a VSD, in combination with GCaMP6f, 

loaded into layer 2/3 cells, in layers 1, 2, and 3, in lightly anesthetized and awake conditions, 

as well as during whisker stimulation. I show differences between the VSD signal, and 

calcium activity, as well as changes in both going through cortical depths and brain state. 

Additionally, using just the VSD, neural oscillations were captured in all cortical layers, as 

shallow as 25µm below the dura. These oscillations also show some changes during whisker 

stimulation.  

Methods 

Animals and Surgery 

All animal experiments were performed in accordance with guidelines approved by 

the Okinawa Institute of Science and Technology Graduate University Institutional Animal 

Care and Use Committee (IACUC) in an Association for Assessment and Accreditation of 

Laboratory Animal Care (AAALAC International) accredited facility. 

Male, Black6 mice, between 5 and 8 weeks old were chosen for chronic window surgery, 

following the protocol laid out by (Roome and Kuhn, 2014), inspired by (Holtmaat et al., 

2009). In total, 15 mice were used, but some were excluded due to poor cranial windows, or 

not meeting the criteria for sufficient whisker response. This lead to 10 recording sessions, 

from 6 mice being used in the final data analysis.   
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The window surgery was performed over barrel cortex, and ensuring that the silicone window 

port, in the cranial window glass, was consistently slightly rostral of the target area. This was 

so that a micropipette entering the brain coming from the rostral direction, through this port, 

would land in the target barrel, around 200-400µm into the cortex.  

Before starting the surgery, the window glass and silicone port were prepared, as described 

by (Roome and Kuhn, 2014). Using gentle clamping on the glass (circular glass coverslip, 

5mm diameter, 170µm thick), a 1-1.5mm hole was drilled with a grinding bit, through the 

glass. This hole was then cleaned and filled with a liquid silicone solution, and hardening 

catalyst (Sylgard), and was then placed on the top of a heating sterilizer, to harden the 

silicone, for the duration of the surgery.  

For the surgery, the mice were deeply anesthetized throughout, with gaseous isoflurane (2% 

to begin with, reducing as the surgery went on).  Their heads were fixed in a stereotaxic 

frame, and they were given drugs to reduce pain and inflammation (Buprenorphine 0.1µg/g, 

Carprofen 5µg/g both delivered sub-cutaneous, and Dexamethasone 2µg/g delivered intra-

muscularly into the thigh). The hair on the scalp was removed roughly at first with an electric 

shaver, and then more finely with hair removal cream. Eye ointment was also applied to 

protect the eyes during the surgery.  

Once the hair was removed and the mouse fully anesthetized, the scalp was numbed with 

lignocaine gel, and a triangular flap of the scalp was removed, with a scalpel and surgical 

scissors. This exposed the skull from beyond bregma, to just below lambda, and all the way 

over the edge of the parietal bone on the left, and slightly less laterally on the right. The cut 

skin and exposed bone were then treated with lidocaine. The bone was also scrubbed clean 

with dry cotton swabs, exposing anatomical markers. These markers were further drawn out 

by drying the bone with compressed air. The area where the cranial window was to be opened 

was marked out (centered at -1.5 AP, 3mm Lateral on the left, with edges 2-2.5mm away). 

The areas around the marked window were lowered and smoothed using a diamond tip 

grinding drill bit. A channel around the window site develops during this process, and is then 

enhanced using a fine tip grinding drill bit. Once the bone over the window area is able to 

move freely from the rest of the skull, a toothpick was glued wide end down, onto the floating 

bone. While this was drying, a reference electrode was put onto the skull on the opposite side 
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of the skull. Silver wire (0.404mm thick, cut to 2-3cm long), with one end flattened by 

hammering or pinching strongly with pliers, was used as the electrode. A groove was ground 

into the skull where the electrode was then glued into, making sure the flat end of the 

electrode laid flat into the groove, so the wire did not raise much above the surface of the 

skull, and the end of the wire followed out over the back of the skull, where it curved 

upwards.  

Once the reference electrode was completed, the floating bone above the window could be 

removed. Using the toothpick as a handle, the bone can be very carefully removed in a 

controlled fashion. Begin by gently rocking the bone back and forwards, cracking all the 

edges, and then moving in slightly larger motions, until the bone lifts up from the cranial 

surface, at which point it can be completely lifted off. At this point, the brain in cranial 

window was entirely exposed. If any blood was present, it was cleaned up with gelfoam 

soaked in saline and carprofen. Next, the glass window with silicone port were placed 

carefully over the cranial window. The silicone port needed to be placed on the rostral edge 

of the window, so some careful movements were necessary. Once in place, it was glued down 

using thin superglue. The exposed skull was then covered with dental acrylic, which then 

provided a flat platform to anchor a metal headplate to. This headplate had a hole in the 

center, keeping the cranial window visible, and had longer edges which could be connected 

to the microscope stage, so the mouse could be headfixed while imaging was going on. Once 

the headplate was firmly anchored with dental acrylic, and a water-tight well surrounded the 

cranial window, the surgery was complete.  

 

Barrel Finding, and GCaMP6f Inoculation 

Allowing several days for recovery from surgery, whisker barrel finding could begin with 

intrinsic imaging. Through trial and error, the A row whiskers were found to be closest 

accessible whisker to where the window port was placed. The mouse was head-fixed under 

the microscope, with a 2.5x objective (Zeiss A-Plan 2.5x/0.06), and a heating pad was placed 

under the mouse, with a rectal temperature probe also inserted, to maintain an internal 

temperature of 36.5 – 37 ºC. 0.2ml of Xylazine was given sub-cutaneously, plus gaseous 

isoflurane (approximately 1%), to maintain a constant, but light anesthesia. A piezo 
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controlled stick was placed on a single whisker in the A row for stimulation. Before intrinsic 

imaging began, a reference image of the cranial window was taken using white light, and 

collected through a green filter (leaving blood vessels dark), focused on the cranial surface. 

The microscope was then focused 200-300µm deeper, and the collecting filter was removed. 

An LED excitation light was tuned to 618-655nm and the white light was removed. The 

camera (PCO.edge 4.2 backside illuminated) was set to record at 100fps, with exposures 

close to 10ms long. The exposure time, and positioning of the LED red light were adjusted 

to give an optimal exposure, with very little clipped highlights or shadows, as well as even 

light across the cranial window. For any file recorded, 500 frames were taken (5 seconds), 

and the piezo stick was activated at frame 101 (1 second), giving a train of movements pulses 

for 10ms (delivered at 50Hz). After each file was recorded, there were 5 minutes wait with 

no stimulation, and minimal noise, so the brain activity could reduce again and the blood 

flow would return to baseline. 12-14 files were recorded for each session, and were then 

analyzed offline using a plugin to imageJ (IO and VSD Signal Processor). If a barrel was 

identified in an area of the cranial window, reachable from the window port, the whisker was 

recorded and the mouse was sent further into the protocol. If the barrel found was not clearly 

defined, or was not reachable, the mouse went to a new session of intrinsic imaging.  

Local field potential (LFP) probing was used through the window port to further confirm a 

barrel could be reached through the port. This step was done with mice where the barrel 

found with intrinsic imaging was uncertain, or potentially too distant from the port.  

Once a barrel location was identified and reachable, a micropipette (20µm tip, 300µm bore) 

loaded with a viral mixture of viruses (AAV1 GCaMP6f flex WPRE syn, and AAV1 CRE 

WPRE SV40 hsyn, diluted 1:1000) and fluorescein solution, so the pipette would be visible 

under two-photon imaging. Once the pipette was 300-400µm deep, centered in the area 

believed to be the target barrel, 70-140nl of viral mixture and fluorescein were injected by 

applying positive pressure to the micropipette. The micropipette was left in place while the 

solution diffused upwards, for 30-45 minutes, before removing the pipette.  
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The virus needed at least 10 days to 

express to a level where imaging was 

possible, so in that time the mouse 

was introduced to the imaging setup, 

to reduce its eventual anxiety during 

imaging. This was done over at least 

two sessions on two separate days, for 

at least one hour. The mouse was 

anesthetized briefly with gaseous 

isoflurane and then headfixed into the 

microscope stage, with a moveable 

wheel under its feet. The lights were 

turned out, and the mouse was 

allowed to wake up and slowly 

familiarize itself with being headfixed 

and running on the wheel.  

ANNINE-6 Delivery 

Once GCaMP expression was visible 

in the target barrel (10 days to 3 weeks 

post inoculation), the mouse was 

deemed ready for imaging. On the 

morning of imaging, the mouse was 

anesthetized with gaseous isoflurane, 

and was temperature controlled with a 

heating pad and rectal temperature 

probe. A micropipette (20µm tip, 

300µm bore) was loaded with up to 

1µl of ANNINE-6 in solution 

(ANNINE-6 stock made up to 400mM in 20% pluronic f-127 in DMSO, then dissolved to 4-

10% in saline, depending on desired brightness). The pipette was slowly delivered into the 

 
Figure 2.1. VSD (a) and GCaMP6f (b) through cortex, in 

areas that were later imaged. VSD and GCaMP6f images 

are separated by spectral filter into separate PMTs. 

Numbers indicate cortical depth, measured from the dura. 

Example cranial window (c), imaged before intrinsic 

imaging. The red circle indicates the intrinsic signal 

detected after stimulating an A-row whisker.  
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target barrel, making sure to also co-localize with GCaMP expressing cells and fibers. This 

targeting was done under two-photon microscopy, with the pipette entering the window port 

at 27º to the window, with the beveled pipette tip down, cutting into the silicone and making 

a clean track towards the target area. Once in place (target barrel, 300-400µm below the 

dura), positive pressure into the pipette pushed the ANNINE-6 solution into the brain. The 

dye delivery was performed slowly and carefully, aiming for 500-800nl of dye to be delivered 

over 45 minutes. Once dye delivery was completed, the pipette was left in place while the 

dye diffused, for an additional hour. At that point the pipette was removed, the mouse woke 

up, and returned to its home cage. As DMSO can influence neural activity (Tsvyetlynska et 

al., 2005; Hanslick et al., 2009), I waited 7-8 hours after completing the injection, before 

functional imaging could begin.  

During this waiting period, the excitation laser (pulsed Ti:sapphire laser, Coherent 

Chameleon Vision II) was left on and tuned to 1020nm, to ensure the laser would be warmed 

up and stable during functional imaging.  

Combined Voltage and Calcium Imaging 

After 7-8 hours of ANNINE-6 being in the target area, the mouse was returned to the imaging 

stage, under anesthesia. A heating pad and rectal probe again kept the mouse’s body 

temperature between 36.5 and 37 ºC. The target area was investigated for an area with good 

GCaMP6f and ANNINE-6 labelling, going from 0-300µm deep (measured from dura, 

marked with second harmonic generation under two-photon imaging). Once a suitable 

imaging section was identified, a local field potential electrode (LFP) was moved into the 

target area (made from micropipette with extended tip - 20µm opening 300µm bore, 8-15 

MΩ, with tip being 2-3cm long. The pipette was filled with fluorescein solution, contacting 

the silver wire electrode). The reference electrode implanted onto the skull during anesthesia 

was used as a reference against the LFP. Recordings were made of voltage changes after a 

50x pre-amp and recorded with a HEKA Patchmaster amplifier. Next, an image stack for 

further reference was taken. Imaging planes were then chosen within this area for functional 

imaging. Generally six depths were chosen (depths chosen out of 25, 50, 75, 100, 150, 200, 

and 300µm below the dura), as more lead to too long an imaging session which might stress 

the mouse out too much.  
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Functional imaging started at either the deepest, or shallowest imaging plane. First, a 

reference image was taken under the same magnification as the functional linescan was taken 

(microscope objective Olympus XLPlan N 25x/1.05 W MP, microscope zoom 2x). This 

image was 512x512 pixels, relating to approximately 250µm by 250µm. The linescan would 

be taken across the middle of this image (in the horizontal plane). Imaging was then set to 

linescan, (512 pixels by 1 pixel, 2 kHz recording speed) and the laser power was stabilized 

(control of laser power was given to an oscilloscope, the laser dehumidifier was turned off, 

and power optimization hunting was turned off). 30 files, 12 seconds long (the first second 

is removed during data analysis) were taken at each imaging depth, with two air puffs 

delivered at set times (3 seconds and 8 seconds), to the contralateral whisker-pad (air coming 

from the caudal, lateral direction, ensuring it moves most whiskers on the whisker-pad and 

especially the A row, but does not hit the eye or move too much fur). Collected light was 

filtered through a dichroic mirror and additional filters (SEMROCK FF01 520/60nm, FF01 

650/200nm), into two photomultiplier tubes PMTs (GaAsP photomultiplier tube. 

Hamamatsu), meaning one PMT captured green, or GCaMP6f signals, and the other PMT 

captured red, or ANNINE-6 signals. 

After 30 files were recorded, this process was repeated at the remaining depths, and then the 

mouse was woken up (heating pad and probe removed, isoflurane turned off, and tube 

delivering anesthesia was moved away, plus the mouse was allowed 30-45 minutes to wake 

up fully). The recordings were then repeated again, in the same order of depths that they were 

taken during anesthesia. Recordings at this time were of the two imaging channels, the LFP 

signal synced with the imaging, and any movement of the wheel the mouse was sitting on 

(relating to running behavior). After all the depths were captured, the mouse was returned to 

its home cage.  

Data Collection and Analysis 

Some techniques used in the following data acquisition and analysis section are common to 

all the experiments. I present it once here, but it is used in all further data handling.  

Data Acquisition 
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Data were collected through three separate computers, and synchronized with a trigger 

signal, originating from the microscope controlling computer, running ScanImage. The 

microscope scans a line in the brain, and emitted light is collected, then separated by a 

dichroic mirror and filters, before converting to electrical current through two separate 

photo-multiplier tubes – one for each color channel (red and green). Scan View records the 

amplified current from the PMTs, creating a brightness value for each pixel, in the red, and 

the green channels. These are arrayed into a line, representing the line being scanned in the 

brain. These are represented in the output tiff file in the horizontal direction. Each new line 

scanned is added below the previous line. These are represented in the vertical direction in 

the output tiff files (down being forwards in time). 1000 lines create an image frame, and 

these are stacked on top of each other, for ease of writing to disk. The final output tiff file is 

512 pixels across, 1000 lines down, and 48 (in the usual recording scheme, as two channels 

are recorded and interleaved, so 12 seconds creates 24 frames for each channel) frames 

deep. Green and red channel frames are interleaved through the tiff file.  

Data import 

Analog files, in a Matlab data format (.mat), from Patchmaster, are imported to Matlab. A 

custom built script runs to separate each recorded session into its constituent parts, saving 

each as an individual Matlab data file (.mat). This means every recorded session, each 

corresponding to a single ScanView Tiff stack, is separated into four files – the local field 

recording, the stimulation triggering the air puff, a treadmill motor activity, and either the 

corresponding treadmill motor activity, or an ECoG recording.  

Line Scan Handling 

All line scan stacks (512 pixels, by 1000 pixels, 48 frames) were initially treated the same 

way. First the green and red channels (PMT 1 and 2) were de-interleaved, resulting in two 

stacks, 24 frames deep. These frames were then sequentially stitched together, making a 

single image, 512 pixels across showing the spatial scale of the line scan, and 24,000 pixels 

down showing the time course of the scan.  

For measurements of fluorescence change over time, the scan was then averaged spatially, 

giving a single average pixel brightness across time. At this point, the first second of 
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recording was removed, to avoid any warming artifacts generated from the imaging system. 

To generate a ΔF/F measurement from this, sections of time with no stimulation were taken 

and averaged to generate a baseline fluorescence. This was subtracted from the 

fluorescence signal at each time point, and the result was the divided by this baseline again, 

creating a normalized fluorescence signal over time.  

For frequency analysis, line scan frames 24,000 pixels long, 512 wide were first trimmed of 

their first second. Then the first four pixels in the spatial dimension were averaged over 

time, and a fast-Fourier transform was calculated on them. The output of this was saved, 

and the next four pixels were selected, by sliding the averaged section over by one pixel. 

This overlap helps smooth outlying frequencies. Once all pixels had been analyzed, the 

output of all the fast-Fourier transforms were averaged, creating one frequency spectrum 

for the line scan. This spectrum was limited to 1 kHz at the higher end. The lower end was 

limited to 0.09 Hz, if the entire scan time was used. In some cases with stimulation given 

during the scan, it was broken up into smaller time blocks, creating frequency spectra for 

each smaller time block.  

For this set of experiments, all data were imported into Matlab (Mathworks), as described 

above, where custom in-house scripts were used to process them. Imaging data were split 

into separate channels, relating to each PMT, and were normalized for percentage change in 

baseline fluorescence (expressed as ΔF/F). These normalized traces were averaged across all 

30 files recorded for a given depth, and around each air-puff delivery, resulting in 60 total 

averages making a single trace. If both the VSD and GCaMP6f showed a transient, and the 

VSD showed depolarization (GCaMP6f often shows no response during anesthesia, which is 

normal), the files were selected to continue for further analysis. This selection was performed 

for each depth and state recording for each animal, so that if files from one depth were too 

cross-contaminated, the other depth recordings may still be used.   

Files selected for further analysis were averaged with other recordings from the same cortical 

depth and brain state (anesthetized vs awake), around the air-puffs. These averaged traces 

were then compared for cortical depth, and brain state (Fig. 2.2). For awake trials, files when 

running was detected during the air-puff delivery were also removed from the averages, 

because movement artifacts could not be corrected for in linescans.  
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These same files were then used to calculate frequency spectra. Each individual file was 

analyzed, before normalizing the recording. Each VSD file was filtered in 4pixel sliding 

average blocks, reducing the 512 pixel width to 509 pixels. 

Each pixel then was used to calculate a frequency spectrum for baseline periods, and another 

for air-puff periods (1.5 second blocks for three baseline spectra, and 0.25 seconds before 

and 1.25 seconds following each air-puff) , with the fast-Fourier function in Matlab 

(Mathworks). These spectra were averaged across all pixels, and then across all files in that 

depth for that animal, and eventually across animals as well, creating average frequency 

spectra for stimulation, and for baseline periods, for cortical depth, and brain state. 

Comparisons between air-puff (stimulation) and baseline periods were made within each 

recording. Comparison between awake and anesthetized conditions, as well as cortical depth 

were made between animals, because not all mice were used in each specific condition.  

 

Results 

Looking at the averaged responses to whisker stimulation (Fig. 2.2), some immediate 

differences are visible. First, GCaMP6f responses are very large during wakefulness, but 

nearly non-existent during anesthesia. Additionally, in the GCaMP6f traces during 

wakefulness, there is a separation between the traces taken at 150 - 300µm deep, and those 

in layer 1. The deeper responses are sharper and show a much larger change in fluorescence. 

The overall change may be due to extra fluorescent structures being present in deeper areas 

(thicker dendritic shafts, soma being present), but that does not explain the change in 

response shape. Looking at the VSD responses, there are also obvious changes between 

awake and anesthetized conditions, but they are different than the changes recorded in 

GCaMP6f. Anesthetized recordings with the VSD result in a larger overall depolarization, 

however the response shape shows two defined peaks, and the early but smaller peak is larger 

in the awake conditions.  
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Figure 2.2. Averaged response traces for GCaMP6f (a, and c), and VSD (b, and d). Awake responses are shown 

above (a, and b), and anesthetized responses are shown below (c, and d). All traces are averaged around the air-

puff delivery, marked by the dashed pink line. This line is placed by the electrical onset of the air-puff, but an 

additional 20-30ms of travel time between the valve opening and the air hitting the whiskers is needed to take 

into consideration. All traces show depolarization (ANNINE-6 when extracellular has a negative fluorescence 

change during depolarization), and are separated by cortical depth (indicated by color). The VSD traces (b, and 

d) show a biphasic peak, with a fast component being very sharp, and larger in the awake condition. The late 

peak is larger in the anesthetized condition. GCaMP6f (a, and c) show a single peak, which is nearly non-existent 

under anesthesia, but very prominent during wakefulness. Some separation can be seen between depths in the 

GCaMP6f awake traces.  

At a glance, it is difficult to say if there is an effect that cortical depth has on VSD response 

size, although the early peak in both awake and anesthetized does suggest there might again 

be larger responses in deeper areas. Looking further into these early response peaks, a 

significant difference was found (tested at 95% confidence, two-tailed t-test, paired for 

depths, p = 0.047) between the awake and anesthetized peaks, with awake being larger. 

Differences in depth across a cortical state (awake, anesthetized) could not be confirmed. The 

early peak detected in the VSD was calculated to have a latency of approximately 10 to 20ms, 

after correcting for the travel time of the air in the air-puff delivery tube. This is in line with 
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previous findings in barrel cortex (Constantinople and Bruno, 2013), although slightly on the 

long side.  
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Figure 2.3 (previous page). Maximum depolarization for GCaMP6f (a) and VSD (b) averaged recordings. The 

black error-bars indicate 95% confidence intervals. GCaMP responses show a significant difference between 

anesthetized and awake recordings. VSD responses also show some difference between the two conditions, but 

are less pronounced. GCaMP also has a significant increase in peak in 150, 200, and 300µm depths, during 

wakefulness. The early peak in the VSD recordings are also quantified (c), calculated in the same way as (b), 

but limited to the first 55ms after the stimulation is triggered  

 Figure 2.3 shows the greatest extent of each peak in Figure 2.2, for both GCaMP6f and VSD 

responses. Here it is possible to see the significant difference between every awake GCaMP6f 

response and the response in the same depth during anesthesia. Additionally, there is no 

significant difference between GCaMP6f awake responses in 25, 50, 75, and 100µm, but 150, 

200, and 300µm are significantly larger than them. In voltage, anesthetized responses are 

either significantly larger (50, 75, 150, 200, 300µm) or showed no significant difference (25, 

100µm) with their awake counterpart. There seems to be a trend of increasing voltage 

response in anesthetized conditions in the first few depths recorded, with 25, and 50µm 

showing significantly smaller depolarization. This trend does not seem to keep with the 

awake responses. 

 I also created an 

average LFP recording 

from a single animal’s 

recordings, to compare 

with the averaged VSD 

and GCaMP6f 

recordings (Fig. 2.4). 

The LFP shows a short 

latency negative 

current, and then a 

longer, slower positive 

current. Differences 

between this and the 

VSD are in line with 

previous research (Jin 

 
Figure 2.4. Averaged LFP during stimulation period, (indicated by dashed red 

line), in one animal (540 averaged trials, two stimulations per trial). The 

stimulation is triggered at time 0, but takes some time to reach the mouse, 

making an eventual latency of response of approximately 10ms. The LFP was 

placed between 350 and 450µm below the dura. Units are expressed as change 

in current/baseline current. LFP currents were recorded between 10 and 200 

pA, converting to 0.1-2 mV with a 10 MΩ tip resistance.  
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et al., 2002). Artifacts may be present in the LFP signal as the air-puff turns on and off, 

creating sharp edges to the average signal. Between the sharp edges however, a bi-phasic 

signal, similar in shape to those showing N1 and P1 signals (Cauller, 1995). As the LFP 

shows changes in current, this is effectively the first derivative of average membrane 

potential, and in this way relate well to the recorded VSD signals.  

Next I looked into whether any cortical oscillations could be detected in our data from the 

VSD. Resulting frequency spectra were calculated for each depth recorded, and in the same 

cortical states (Fig. 2.5). From these, it is immediately obvious that several peaks are present, 

and that these peaks change with cortical state very dramatically. A theta (4 - 10Hz) peak is 

very pronounced during the light anesthesia, in all cortical depths, although especially around 

200µm.  

 Smaller peaks were also seen occasionally in the lower beta rhythms (beta going from 10 – 

30Hz), and a gamma peak was seen in both awake and low-anesthesia (gamma is 30 Hz and 

up). This gamma peak appears much larger in awake conditions than anesthetized (indicated 

 
Figure 2.5. Full time course average spectra (a, and c), with corresponding bar graphs (b, and d) of power for 

each defined frequency band (bands defined by color. Dark blue – 0.5 to 4Hz, light blue – 4 to 10Hz, green – 

10 to 20Hz, yellow – 20 to 30Hz, and red – 30 to 40Hz). Awake recordings are above (a, and b), while 

anesthetized recordings are below (c, and d). Data were generated with 2kHz recording rate, and 11 seconds 

recording time. The awake spectra (a) show marked differences to the anesthetized (c). The awake spectra 

show a defined 35Hz peak, larger than the same peak in the anesthetized recording. Theta peaks (4 – 10Hz) 

exist to a much greater extent under anesthesia than during wakefulness.  
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by ‘Gamma, in Fig. 2.5 b and d). In this data, there doesn’t appear to be a strong trend in any 

frequency band, relating to cortical depth. 

 

Figure 2.6. Frequency spectra for stimulation (a, and b), and baseline (c, and d) periods (stimulation period 

is 0.25 seconds before stimulation, 1.5 seconds following stimulation, baseline is 1.75 seconds with no 

stimulation period overlap), for awake (a, and b), and light anesthesia (c, and d). Colors indicate cortical 

depth. Notable differences between stimulation and anesthetized spectra show in the theta peaks (4-10Hz), 

beta activity (10-20Hz), and gamma (30+ Hz). The gamma peak also becomes more prominent during awake 

periods, compared to light anesthesia. These spectra contain fewer time points than the full spectra in figure 

4, as these are generated from 3,500 time points, rather than the 22,000 in the previous spectra.  

 

 The next analysis I looked at was whether separating the time series recorded into times 

around air-puff delivery (stimulation), or times further from air-puff delivery (baseline) 

produced different oscillation powers (Stimulation periods defined as 0.25 seconds before 

stimulation, and 1.5 seconds following stimulation. Baseline defined by three periods of 1.75  
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Figure 2.7. LFP frequency spectra averages for the same periods as figures 3.5 and 3.6. Total averages including 

stimulation and baseline periods (a, and b) are separated by ‘depth’ of where the VSD activity was recorded. The 

LFP was not moved however, so changes are from shifting cortical state. Graphs c through f are separated into 

stimulation and baseline periods, using the same time blocks as figure 3.6. Again, the LFP was kept at a constant 

depth, so changes with cortical depth (set by where the VSD recording was made) are due to a change in cortical 

state.  

g 
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seconds, one at the start of each trial, one following the first air-puff by 3 seconds, and the 

third following the second air-puff by 2.25 seconds). The averaged frequency spectra for 

these periods can be seen in Figure 2.6. The most noticeable change in powers can be seen 

Figure 2.7. (Continued). The LFP following stimulation was isolated down to 500 ms and spectra were plotted 

(g). These show a noticeable increase in beta and gamma following stimulation, especially in the awake case. 

Note that 60 Hz is included, where an artifact can be detected.  

 

Figure 2.8. Bar graphs of frequency band power, for depths. Band power was calculated by the integral of the 

spectra, over the frequency band. The first four graphs (inside the box) are from the spectra presented in figure 

3.6 – awake, and anesthetized stimulation, and baseline periods. The graphs on the outside of the box are the 

subtractions of either baseline periods from stimulation periods, in awake and anesthetized conditions (graphs 

on the right), or anesthetized from awake conditions, in stimulation or baseline periods (bottom graphs). Colors 

indicate the frequency band. It is worth remembering that power of each band decreases with frequency (see 

figures 3.5 and 3.6), so the gamma response being of the same magnitude as beta and theta changes, suggests a 

larger relative gamma response than the relative theta and beta responses.  
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in the awake conditions, in the 35Hz peak, which becomes more pronounced during 

stimulation. 

 To further look into power changes during stimulation, frequency bands were defined – delta 

0.5 to 4Hz, theta 4 to 10Hz, low beta 10 to 20Hz, high beta 20 to 30Hz, low gamma 30 to 40 

Hz, and higher gamma 40 to 50 Hz (high gamma in literature is higher than this. These terms 

only apply to the splits I am making in our data, not to previous studies of ‘high gamma’), 

and the average power of each of these bands was calculated (integral of the frequency band).  

These are displayed in bar graphs in Figure 2.8. Additionally, the differences between states 

were also calculated, as stimulation-baseline periods in awake and anesthetized conditions, 

and awake-anesthetized conditions in stimulation and baseline periods. Of note, delta is 

larger in every single subtraction, meaning it is stronger in awake, and stimulation periods.  

Lower gamma (higher gamma not displayed in Fig. 2.8) shows a robust response to 

stimulation in the awake condition that is nearly wiped out under light anesthesia. Theta 

shows the only consistent decrease in power in the awake conditions, compared with 

anesthesia. This is consistent across stimulation and baseline periods, but perhaps slightly 

stronger during baseline. There again does not appear to be a strong trend in any band strength 

with cortical depth in this data.  

Comparing the spectral data taken with VSD with the LFP, during the same time periods, 

reveals some important differences (Fig. 2.7). The LFP was kept in the same location for 

each recording, while the VSD recordings were made at different cortical depths. Thus, 

changes in LFP recordings at different cortical depth periods (as recorded by VSD) indicate 

that the cortical state was varying. This is obvious in the awake recordings for the LFP (Fig. 

2.7a), where the delta range of frequencies are very different for each cortical depth period. 

The LFP also shows only one major frequency response to whisker stimulation (Fig. 2.7 c), 

which occurs during wakefulness, but not anesthesia. The beta range (10 – 30 Hz) shows a 

wide band increase in power, following stimulation, compared with the awake baseline 

periods. No noticeable peak in gamma is present, nor does it noticeably increase following 

stimulation, unlike the VSD recordings. Delta power also looks more consistent between 

stimulation and baseline, in contrast with the increases seen in the VSD recordings (Fig. 2.6, 

fig. 2.8).  When the LFP is isolated down to 500 ms following the air-puff stimulation, there 
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is a stronger beta, and gamma power increase detected. The beta activity in the awake cases 

is much stronger than during baseline, or the 1.5 second period used for the other LFP spectra. 

The gamma power increases in a broad band, in particular with some very high frequency 

components above 100 Hz, in both the anesthetized and awake conditions.  

To quantify crossover from GCaMP6f into the VSD channel, a two-photon image was 

recorded in a mouse with only GCaMP6f in its layer 2/3 cells, and no red dyes present (Fig. 

2.9.). The same recording procedures were used as when recording the functional data 

presented here (SEMROCK filter used, PMTs set to 650, laser power adjusted for intensity 

of image). The GCaMP6f channel was approximately four times larger in intensity than the 

recorded cross-over into the red channel. All the structures seen in the green (GCaMP6f) 

channel were present, just dimmer, in the red channel.  

In summary, layer 1 and deeper areas show differences in calcium activity (Fig. 2.2, a), but 

the average membrane potential of these areas does not show the same difference (Fig. 2.2, 

b and d). Calcium activity reduces to almost nothing during anesthesia (Fig. 2.2, c), but the 

membrane potential of the same areas show the largest recorded depolarization (Fig. 2.2, d). 

The average membrane potential also shows a biphasic response, with a fast and slow 

component (Fig. 2.2, b and d). In terms of oscillations, gamma (35Hz) is detected in all 

depths recorded, including layer 1 (Fig. 2.5, and 2.6 a, and b). Gamma, delta, and theta all 

show some responsiveness to whisker stimulation (Fig. 2.6, a, and b, Fig. 6). Power tends to 

decrease with frequency (Fig. 2.5 and 2.6), so similar magnitude changes in gamma, 

compared to theta, and beta, suggest a larger relative change in gamma than theta or beta.  

Discussion 

Comparing the LFP signal (Fig. 2.4) to the VSD response (both awake and anesthetized), 

differences are obvious. The LFP signal starts very sharply, has a uniform depolarization for 

about 150ms and then quickly switches off. As an LFP records changes in current (or 

voltage), it is effectively a first-derivative of the average membrane potential. A sharp 

negative, followed by a positive current indicates ion flow accelerating and then decelerating, 

but always flowing. In this way, following the LFP shape (Fig. 2.4), it compares well to the 

recorded VSD shape and timing (Fig, 2.2). The LFP however starts approximately 10 ms 

before the first depolarization starts in the VSD, which could be conduction time, but more 
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likely represents an artifact from the air-puff. The air-puff is likely moving the pipette very 

slightly, causing the sharp edge of the signal in figure 2.4, and then switching off, causing 

the other sharp edge at end of the signal in figure 2.4. The actual start of current flow in the 

LFP is likely masked by this artifact and of a very similar timing to the VSD (Fig. 2.2). The 

resulting LFP signal shape would be similar to those shown in (Cauller, 1995), with an N1 

and P1 component. These shapes can be seen between the two sharp edges in figure 2.4. 

Considering these responses, it is important to consider the anatomy and physiology of the 

upper cortical layers, in barrel cortex. Input into barrel cortex comes in two separate pathways 

from the thalamus (Bruno and Sakmann, 2006; Clascá et al., 2012; Constantinople and 

Bruno, 2013; Zhang and Bruno, 2019), and then also from neighboring cortical areas (Rubio-

Garrido et al., 2009). The mixing of a direct signal, and an indirect slower signal, may explain 

the bi-phasic peak seen in the voltage response (Fig. 2.2, b and d). The fast component is 

similar in latency to the fast responses recorded previously by electrodes in barrel cortex 

(Constantinople and Bruno, 2013), while from previous voltage imaging studies, we know 

that depolarization of the cortex spreads dramatically from within a barrel, to neighboring 

barrels quickly after whisker stimulation (Petersen et al., 2003). The reason that the bi-phasic 

peak has not been seen before, to the best of our knowledge, may be that optical sectioning 

is required in order to detect it. If an electrode was used, any signal from larger depolarization 

further away may mix into the recording, smearing the early peak into the late. Similarly, 

with previous voltage imaging studies, two-photon microscopy has rarely been used, and 

when it has, whisker responses have not been extensively averaged. Another explanation for 

the bi-phasic peak is that there is an axonal component, and then a dendritic component to 

the signal, similar to what has been seen historically in LFP recordings (Kublik et al., 2001). 

I do not believe this to be the case however, as the latencies are too long in this study to be 

explained by for example, thalamic axons as an early peak, and then a 10ms delay before the 

pyramidal cell dendrites begin to depolarize. Another reason I feel this explanation is not 

appropriate is that VSDs have been previously theorized to mainly show dendritic activity 

(Petersen et al., 2003; Kuhn et al., 2008), with axonal activity needing to be extraordinarily 

strong before it is detected by a VSD. Finally, that there is an increase in the size of the early 

peak in the awake condition, compared with light anesthesia, suggests that some signal at 

least comes from the secondary thalamus, if not the cortex, as these areas are more affected 
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by isoflurane than the primary thalamic nucleus – ventral posteromedial nucleus (Trageser et 

al., 2006; Zhang and Bruno, 2019).  

 Seeing how the 

intracellular calcium 

activity shows very 

little response while 

under anesthesia, but 

the VSD shows a 

very large voltage 

change in the cells of 

that region, suggests 

anesthesia blocks the 

mechanism of layer 

2/3 cells having a 

major calcium influx. 

This is consistent 

with previous work. 

Calcium influx into a 

pyramidal cell 

requires coincidence 

of somatic 

depolarization, 

leading to a back-

propagating potential 

in the apical dendrite, 

meeting distal depolarization coming from layer 1 input (Schiller et al., 1998; Schiller et al., 

2000; Larkum et al., 2004). This distal input in barrel cortex is strongest from the secondary 

thalamic nucleus – posterior medial nucleus (Zhang and Bruno, 2019), which is highly 

affected during anesthesia (Trageser et al., 2006; Zhang and Bruno, 2019). Together this 

would mean that cells in layers 1, 2, and 3 are all experiencing large depolarization, and are 

 
Figure 2.9. Cross-over of GCaMP6f into the red channel. GCaMP6f was 

recorded in a mouse’ cortex, with no other dyes present (credit to Dr Claudia 

Cecchetto for the mouse). This is seen in A. Plots of these intensities across 

baseline pixels (x axis) are shown in B. GCaMP6f is approximately 4x higher in 

the dedicated green channel than the crossover into the red channel.  
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possibly firing action potentials, but will not receive the distal input required to activate 

NMDA channels, and have a large calcium influx, under anesthesia.  

Possible confounders of this theory, given the data presented here are that I cannot be certain 

that it is a thalamic input reduction that leads to the lack of calcium influx in anesthesia. It is 

possible that distant cortical areas feeding onto local cells are instead turned down during 

anesthesia. Additionally, this is based on the assumption that calcium influx in a pyramidal 

cell is caused by NMDA channel opening (Schiller et al., 1998; Schiller et al., 2000; Schiller 

and Schiller, 2001), however many distant neuromodulators reach the cortex, and they may 

also play a role, or isoflurane may directly affect pyramidal cells in some as yet unknown 

way.  

A potential design limitation of the combined voltage and calcium imaging is that even 

though the VSD and GCaMP6f do not share a peak output wavelength, with enough 

brightness from one or the other, signals can leak across into the other channel (figure 2.9). 

Even using a very high quality filter set, with no overlap between channels, some brightness 

especially from the GCaMP6f signal, may have leaked into the VSD channel. I tried to get 

around this problem by excluding data that showed obvious leak, but given that the two 

depths that showed the least calcium activity while awake (25 and 100µm – Fig. 2.2a) also 

show the largest VSD depolarization (Fig. 2.2b), suggests some contamination still exists in 

the late VSD peak. Part of this problem is that depolarization in GCaMP6f leads to an 

increase in fluorescence, but leads to a decrease in extracellular ANNINE-6, so the two 

signals move in opposition to each other. Some computational deconvolution of the signals 

may be possible to further remove the GCaMP6f from the VSD, but I did not want to 

introduce any artifacts, or present an artificially high VSD signal.  

Potential cross-talk contamination can be examined in Figure 2.3, during the awake 

responses. As calcium response increases with cortical depth, the late VSD response mirrors 

it, which results in a decreased recorded voltage response. This is unlikely to be a 

physiological response, as higher calcium influx recorded would suggest a stronger, or more 

coherent depolarization across recorded cells. The early response however is too fast to be 

influenced by the slower-rising GCaMP signal. In this case, the awake response still shows 

a very large response at 100µm, but in general the responses from 100µm and deeper are 
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larger than those before. This trend is very weak however, and not necessarily present in the 

anesthetized early responses. Together, this suggests that voltage depolarization, as a 

measurement of average membrane potential, is less depth dependent than calcium influx. 

As the VSD measurement records the averaged depolarization of all cells being scanned, this 

suggests that the coherence of the depolarization does not massively change within the supra-

granular layers. 

Looking at the LFP spectral analysis, it is evident that the cortical state of the animals were 

varying beyond just anesthetized and awake, even after removing files with excessive 

movement. Qualitatively, there appears to be less variation in spectra during anesthesia (Fig, 

2.7 b), than during wakefulness (Fig. 2.7 a), which is understandable. The anesthesia controls 

and limits the cortical states that can occur, while wakefulness means the animal could be 

experiencing anything from quite restfulness, to being fully alert. The LFP data also shows a 

simple increase in beta (10 – 30 Hz) band power (Fig. 2.7 c), primarily during wakefulness. 

This is in line with previous recordings made in barrel cortex during whisker stimulation, in 

layer 2/3 (Deneux and Grinvald, 2016). Others have reported beta increases in deeper areas 

and delta increases in the upper cortex (Sun and Dan, 2009), although this was using rats and 

looking at visual cortex and visual stimulation, rather than barrel cortex and whisker 

stimulation. The LFP in my work was consistently placed around 400µm deep into the cortex, 

so may be picking up a mix of layer 2, 3, 4, and 5. Despite this, I do not detect a gamma peak, 

or large delta shift following stimulation, suggesting these are either only in the upper cortical 

areas, or more likely, require some more local recording technique, like two-photon 

recordings.  

To the best of my knowledge, this is the first published case of neural oscillations being 

recorded with a voltage dye and two-photon scanning. To this end, comparisons need to be 

made from this data to previous data recorded using either electrodes, encephalograms, or 

wide-field voltage imaging. Because our technique is new, I cannot be certain exactly how 

results from previous work relate to the recordings made here.  

Of note, I recorded oscillations in cortical layer 1, which I do not believe has been done 

before. I have found noticeable peaks in the delta (0 - 4Hz), theta (4 – 10Hz), beta (10 – 

30Hz), and low gamma (30 – 40Hz). I believe further oscillations should exist at higher 
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frequencies, but our recording method was not optimized enough to collect signals at such a 

small signal to noise ratio. While some of the lower frequency oscillations are less surprising, 

as they have large power and cover larger areas (Buzsáki and Draguhn, 2004), the presence 

of even low gamma was not a given. Gamma is thought to be generated by interactions 

between excitatory neurons, primarily pyramidal, and fast spiking interneurons (Bartos et al., 

2007; Buzsáki and Wang, 2012). It is theoretically possible to generate it with a network of 

fast spiking interneurons by themselves (Dumont et al., 2017), but areas of the brain were it 

has been found are areas with mixed populations (hippocampus, and cortex are primary areas 

of gamma research - (Buzsáki, 2009)). Layer 1 of the cortex is mainly a mix of axons and 

dendrites, with distant cells projecting and connecting there (Cauller et al., 1998; Rubio-

Garrido et al., 2009; Narayanan et al., 2015). There are interneurons present, although 

relatively few of them (Gabbott and Somogyi, 1986), and none are thought to be fast-spiking 

(Rudy et al., 2011; Jiang et al., 2015). Work looking at all interneurons of the cortex, and 

reconstructing their projections (Jiang et al., 2015) show some fast-spiking basket cells 

project partly into layer 1. Their survey of all interneurons does not present how far up these 

cells project, or how frequently these cells were found. This does need to be taken into 

consideration though, that some fast-spiking interneuron axons exist in at least some depths 

of layer 1. Dendrites are primarily what a VSD signals (Petersen et al., 2003; Kuhn et al., 

2008), so two possibilities emerge. Either the dendrites of deeper cells are coherent enough 

in their activity to show a slow gamma signal, or gamma is being generated locally by basket 

cells of layer 2 projecting onto the primary dendritic trunk of pyramidal cells from deeper 

layers. Dendrites in layer 1 barrel cortex are a mix of dendrites from layer 2/3 pyramidal 

cells, layer 4 stellate cells, layers 5 and 6 pyramidal cells, and more layer 2/3 pyramidal cells 

in neighboring barrels, and cortical areas. I cannot say what percentage of these cells need to 

be coherent for us to detect a 35Hz peak, but the fact that at least some are is very interesting. 

Additionally, gamma increases in power in layer 1 when stimulation is given to the whiskers. 

This increase indicates that coherence in the gamma band is increasing during stimulation. I 

know from previous research that stimulation of whiskers recruits many cells in barrel cortex, 

starting within a column and then moving to neighboring areas (Petersen et al., 2003). Many 

of the cells recruited are pyramidal cells and their interneurons, so an increase in gamma 

during stimulation would be in line with this. An increase in gamma in layer 1 however, 
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suggests that the apical dendrites of the pyramidal cells carry the gamma frequency as well. 

This is potentially then shared with neighboring barrels which also received stimulation (the 

stimulation is an air-puff on all whiskers), and passed to more distant cortical areas also 

sharing this layer 1 area. The theory of communication through coherence by Pascal Fries 

(Fries, 2005; Bastos et al., 2015) posits that coherence in certain frequency bands can help 

pass neural information. This has been backed up by computational modeling (Dumont et al., 

2017; Dumont and Gutkin, 2018), as well as some experimental data with induced 

oscillations (Sohal, 2012). The presence of gamma oscillations in layer 1, that also increase 

in power following stimulation may be further evidence of communication through 

coherence in neighboring cortical areas.  
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Supplemental Tables 

Table 1. Stimulation – Baseline while awake and anesthetized. 95% confidence intervals are 

also presented, based on the baseline noise (defined at 50+Hz where there are no detectable 

peaks).  

 

Table 2. Stimulation and Baseline band power, while awake. 95% confidence intervals are 

presented, based on standard deviation of the band power in each recorded trial.  

 

Table 2. Stimulation and Baseline band power, while under light anesthesia. 95% confidence 

intervals are presented, based on standard deviation of the band power in each recorded trial.  
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Table 2.1. 
Cortical Depth 
and Frequency 
Band 

 
Mean Integral of 
Frequency Power, While 
Awake, Stim - Baseline        

 
± 95% C.I. 
Based on 
Baseline Noise 

 
Mean Integral of 
Frequency Power, 
While 
Anesthetized, Stim 
- Baseline 

 
± 95% C.I. Based 
on Baseline Noise 

25µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
0.3346 
0.1026 
0.0795 
0.0186 
0.0297 
0.0634 

 
0.0033     

 
0.0774 
0.0275 
0.0297 
0.0082 
0.0031 
0.0081 

 
0.0010     

50µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
0.8079 
0.2538 
0.1399 
0.0996 
0.2267 
0.0479 

 
0.0060     

 
-0.0238 
0.0129 
0.0247 
0.0605 
0.0514 
0.0357 

 
0.0028     

75µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
0.0602 
0.0175 
0.0696 
0.0195 
0.0268 
0.0015 

 
0.0023     

 
0.2057 
0.0289 
0.0750 
0.0494 
0.0067 
0.0027 

 
0.0039     

100µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
0.2946 
0.1128 
0.0280 
-0.0318 
0.0312 
-0.0203 

 
0.0072     

 
0.0521 
0.0244 
0.0347 
0.0105 
-0.0119 
-0.0150 

 
0.0033     

150µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
0.4184 
0.4104 
0.0748 
0.0448 
0.1606 
0.0415 

 
0.0059     

 
0.0999 
0.0524 
0.0470 
0.0367 
0.0238 
0.0361 

 
0.0046     

200µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
0.3149 
0.1177 
0.0627 
0.0449 
0.1092 
0.0633 

 
0.0020     

 
0.2585 
0.0779 
0.0889 
0.0407 
0.0652 
0.0726 

 
0.0072     
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Table 2.1. 
Cortical Depth 
and Frequency 
Band 
 
300µm  
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
 
 
 

Mean Integral of 
Frequency Power, While 
Awake, Stim - Baseline  
 
       
 

0.3420 
0.1047 
0.1053 
0.0646 
0.1065 
0.1229 

 
 
 

 
± 95% C.I. 
Based on 
Baseline Noise 
 
 
 

0.0086     

 
 
 
 

Mean Integral of 
Frequency Power, 

While 
Anesthetized, Stim 

– Baseline 
 

0.0328 
0.0781 
0.0852 
0.0588 
0.0646 
0.0438 

 
 
 
 

± 95% C.I. 
Based on 

Baseline Noise 
 
 
 

0.0056     
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Table 2.2 
Cortical Depth and 
Frequency Band 

 
Mean Integral of Band 
Power, During Stim, 
Awake 

 
± 95% CI 

 
Mean Integral of Band 
Power During Baseline, 
Awake 

 
± 95% CI 

25µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
4.2652 
1.4203 
0.7662 
0.3042 
0.5152 
0.0604 

 
0.1846    
0.0094    
0.0039    
0.0023    
0.0076    
0.0015 

 
3.9306 
1.3178 
0.6868 
0.2856 
0.4856 
-0.0030 

 
0.1655    
0.0087    
0.0034    
0.0013    
0.0077    
0.0013 

50µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
4.6751 
1.7503 
1.0621 
0.4976 
0.6461 
0.0466 

 
0.1501    
0.0094    
0.0034    
0.0019    
0.0081    
0.0018 

 
3.8671 
1.4966 
0.9222 
0.3979 
0.4195 
-0.0014 

 
0.1224    
0.0085    
0.0033    
0.0017    
0.0056    
0.0013 

75µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
2.9681 
1.2510 
0.7369 
0.3438 
0.5227 
-0.0131 

 
0.1620    
0.0145    
0.0052    
0.0030    
0.0118    
0.0021 

 
2.9079 
1.2335 
0.6674 
0.3243 
0.4958 
-0.0146 

 
0.1539    
0.0145    
0.0032    
0.0021    
0.0096    
0.0019 

100µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
4.4074 
1.1390 
0.4858 
0.1954 
0.1427 
-0.0210 

 
0.1798    
0.0113    
0.0028    
0.0017    
0.0022    
0.0015 

 
4.1128 
1.0262 
0.4578 
0.2272 
0.1115 
-0.0007 

 
0.1761    
0.0106    
0.0025    
0.0016    
0.0019    
0.0009 

150µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
5.6744 
1.8168 
0.6649 
0.2654 
0.5487 
0.0446 

 
0.1904    
0.0175    
0.0032    
0.0014    
0.0083    
0.0019 

 
5.2560 
1.4064 
0.5901 
0.2206 
0.3881 
0.0031 

 
0.1907    
0.0128    
0.0029    
0.0012    
0.0052    
0.0016 

200µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
4.4953 
1.7041 
0.8221 
0.3682 
0.4729 
0.0583 

 
0.1197    
0.0112    
0.0032    
0.0015    
0.0045    
0.0012 

 
4.1804 
1.5864 
0.7594 
0.3233 
0.3637 
-0.0050 

 
0.1094    
0.0119    
0.0032    
0.0013    
0.0032    
0.0011 
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Table 2.2 
Cortical Depth and 
Frequency Band 

 
Mean Integral of 

Band Power, During 
Stim, Awake 

 
± 95% CI 

 
Mean Integral of Band 
Power During Baseline, 

Awake 

 
± 95% CI 

300µm  
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
4.7399 
0.9873 
0.4828 
0.2270 
0.3124 
0.1187 

 
0.2223    
0.0087    
0.0023    
0.0015    
0.0034    
0.0020 

 
4.3979 
0.8827 
0.3776 
0.1624 
0.2059 
-0.0042 

 
0.2059    
0.0102    
0.0021    
0.0013    
0.0027    
0.0012 

Table 2.3.  
Cortical Depth and 
Frequency Band 

 
Mean Integral of Band 
Power, During Stim, 
Anesthetized 

 
± 95% 
CI 

 
Mean Integral of Band 
Power During Baseline, 
Anesthetized 

 
± 95% 
CI 

25µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
2.2467 
1.7045 
0.6070 
0.2063 
0.2769 
-0.0009 

 
0.0967    
0.0612    
0.0077    
0.0019    
0.0032    
0.0015 

 
2.1693 
1.6770 
0.5774 
0.1982 
0.2737 
-0.0090 

 
0.0976    
0.0734    
0.0694    
0.1496    
0.0715    
0.0529 

50µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
2.5572 
2.2299 
1.0721 
0.4825 
0.2954 
0.0331 

 
0.0758    
0.0453    
0.0070    
0.0023    
0.0018    
0.0012 

 
2.5810 
2.2170 
1.0474 
0.4220 
0.2440 
-0.0025 

 
0.0602    
0.0461    
0.0172    
0.0441    
0.0404    
0.0617 

75µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
1.6481 
0.8190 
0.4124 
0.2025 
0.2284 
0.0047 

 
0.0872    
0.0168    
0.0033    
0.0021    
0.0039    
0.0022 

 
1.4424 
0.7901 
0.3374 
0.1531 
0.2217 
0.0019 

 
0.0072    
0.0072    
0.0033    
0.0060    
0.0056    
0.0075 

100µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
3.3959 
1.8692 
0.7807 
0.3416 
0.2580 
-0.0186 

 
0.1446    
0.0436    
0.0059    
0.0021    
0.0032    
0.0017 

 
3.3437 
1.8447 
0.7459 
0.3311 
0.2699 
-0.0036 

 
0.0019    
0.0026    
0.0023    
0.0018    
0.0014    
0.0017 

150µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
2.4479 
2.0620 
0.7382 
0.3037 
0.2749 
0.0360 

 
0.0743    
0.0408    
0.0057    
0.0018    
0.0025    
0.0015 

 
2.3479 
2.0095 
0.6912 
0.2670 
0.2511 
-0.0001 

 
0.0034    
0.0019    
0.0046    
0.0025    
0.0023    
0.0030 
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Table 2.3.  
Cortical Depth and 
Frequency Band 

 
Mean Integral of Band 

Power, During Stim, 
Anesthetized 

 
± 95% 

CI 

 
Mean Integral of Band 
Power During Baseline, 

Anesthetized 

 
± 95% 

CI 

200µm 
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
2.8313 
2.7753 
1.1597 
0.4972 
0.4406 
0.0699 

 
0.0628    
0.0618    
0.0072    
0.0017    
0.0035    
0.0014 

 
2.5728 
2.6974 
1.0709 
0.4565 
0.3754 
-0.0028 

 
0.0014    
0.0014    
0.0022    
0.0015    
0.0010    
0.0010 

300µm  
Delta 
Theta 
Beta Low 
Beta High 
Gamma Low 
Gamma High 

 
2.3494 
1.9960 
0.6412 
0.2412 
0.2403 
0.0444 

 
0.0825    
0.0483    
0.0066    
0.0022    
0.0032    
0.0018 

 
2.3167 
1.9180 
0.5560 
0.1824 
0.1757 
0.0005 

 
0.0821 
0.0487 
0.0062 
0.0018 
0.003 

0.0012 
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Supplemental figures 2.1 Average stimulation response from each recording session 
selected for further averaging – 25 to 50 µm cortical depth 
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Supplemental figures 2.2 Average stimulation response from each recording session 
selected for further averaging – 75 to 150 µm cortical depth  
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Supplemental figures 2.3 Average stimulation response from each recording session 
selected for further averaging – 150 to 200 µm cortical depth 
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Supplemental figures 2.1 Average stimulation response from each recording session 
selected for further averaging – 300 µm cortical depth 
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Chapter 3 

Layer 1 Investigation: New Voltage Sensitive Dye and Application Method, for Highest 

Resolution of Neural Oscillations 

 

Brief Outline 

Understanding the role the upper cortex plays in sensory signal processing was the primary 

driving motivation for my research. In this way, researching the signal profile of whisker 

stimulation through layers 1, 2, and 3, was important. However, without understanding more 

about layer 1 activity, it is difficult to interpret the oscillation data collected. Voltage signals 

were slightly mixed with calcium signals, and the whisker stimulation added potential 

oscillations to the signals collected.  

As recordings in layer 1 especially were still somewhat weak, I wished to increase the scope 

of layer 1 research here. Primarily, more oscillation data were needed, and at the highest 

fidelity I could possibly create. This involved removing the GCaMP6f from the experiment, 

as well as the whisker stimulation. Instead, layer 1 could be probed in its simplest state with 

just voltage dye, generating an uncomplicated data set of layer 1 activity, separated by depth 

and cortical state. This not only gave results without contamination from green GCaMP6f 

signals, but also allowed a conversion of fluorescence percentage change to millivolts (mV), 

giving the first (to my knowledge) voltage recording of dendritic potentials undergoing 

gamma oscillations. 

Membrane voltage oscillations in layer 1 of primary sensory cortices might be important 

indicators of cortical gain control, attentional focusing, and signal integration. However, 

electric field recordings are hampered by the low seal resistance of electrodes close to the 

brain surface. To better investigate cortical Layer 1 function, we developed a new voltage 

sensitive dye, and surgery to apply it. DiMethyl ANNINE-6plus is derived from previous 

ANNINE family dyes, particularly ANNINE-6plus, but is more hydrophilic and thus easier 

to diffuse through cortical tissue. The bubble surgery lifts the dura from the cortex, in an 

open craniotomy, but leaves the dura intact. DiMethyl ANNINE-6plus can then be injected 

via micropipette into the space between the dura and cortex, so it can diffuse through the 
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upper cortical layers. This new dye, and surgical application provide an interesting approach 

to capturing cortical Layer 1 activity, which is inaccessible to calcium sensors, electrodes, 

and genetically targeted voltage indicators.  

 

Introduction 

Cortical Layer 1 is theorized to play a role in many important cortical functions, like 

attentional focusing (Noudoost et al., 2010), gain control  (Larkum et al., 2004), and signal 

integration (Larkum et al., 2004). Recording from Layer 1 using traditional neuroscience 

approaches has been difficult so it follows that studying these functions is also difficult. 

Recording from layer 1 using traditional neuroscience approaches has been difficult, 

although some advances have been made with genetic fluorescent markers (Takata and 

Hirase, 2008; Lacefield et al., 2019), synthetic calcium dye (Helmchen et al., 1999), and 

electrode recordings plus pharmacology on the few cells that exist in layer 1 (Jiang et al., 

2013; Egger et al., 2015; Jiang et al., 2015). Dendritic tufts in layer 1 have been recorded 

with an electrode in slice preparations, but the thinness of the dendrites limit how much of 

the cell can be probed (Larkum et al., 2009). Layer 1 has also been modulated and the effect 

on other cortical areas has been measured (Ibrahim et al., 2016; Mease et al., 2016). These 

current probes leave some activity uncollected, with genetic targeting only affecting certain 

cell populations in any given experiment, calcium reporting only a subset of neural activity, 

electrode recordings targeting only large enough structures to record from (and extracellular 

recordings in layer 1 being drowned out by signals from layer 2), and any manipulation in 

layer 1 has to be measured by downstream effects on the rest of the brain.  

Synthetic VSDs have long been used for neural recording (Tasaki et al., 1968; Cohen et al., 

1974; Grinvald and Hildesheim, 2004; Peterka et al., 2011), but a major issue surrounding 

them is the difficulty of application, especially for in vivo work. Additionally, camera 

imaging of VSDs lacks depth resolution, but two-photon microscopy can overcome this 

(Kuhn et al., 2008; Acker et al., 2016; Roome and Kuhn, 2018). The ANNINE family dyes 

(Hübener et al., 2003; Kuhn et al., 2004; Fromherz et al., 2008; Mennerick et al., 2010) are 

among the most sensitive, and reliable synthetic voltage dyes available, and are particularly 

sensitive under two-photon imaging (Kuhn et al., 2004; Fromherz et al., 2008), but remain 

very difficult to introduce into neural tissue. So far injection via micropipette into the brain, 
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or electroporation into a single cell (Kuhn et al., 2008; Roome and Kuhn, 2018) have been 

the methods of application for these dyes. Other voltage dyes have been topically applied to 

the brain (Orbach et al., 1985; Kleinfeld and Delaney, 1996; Petersen et al., 2003), or directly 

to the dura (Lippert et al., 2007), and then left to diffuse into the upper cortical layers, thereby 

staining tissue. However, after removal of the topically applied dye, the dye washes out 

quickly from layer 1 (typically 100 µm thick in mice) leaving the voltage signal coming from  

layer 2 and 3 (Kleinfeld and Delaney, 1996; Petersen et al., 2003; Lippert et al., 2007).  

This is a major disadvantage for those wishing to study Layer 1 of the cortex, which in mice 

is only around 100µm thick (dye injected at this depth or shallower tends to leak out of the 

brain). For researchers wanting to study large scale brain dynamics, using voltage dyes, it is 

necessary to bathe a large area of the brain in the dye to achieve adequate staining. This either 

means removing a large piece of dura (or doing the study in acute brain slices – for example 

(Tominaga et al., 2000; Suh et al., 2011), or using a dye that penetrates easily through the 

dura and then settles deeper in the cortex (Kleinfeld and Delaney, 1996; Petersen et al., 2003). 

 
Figure 3.1. Compounds I (3-N,N-Dimethylaminobenzyl Alcohol), III (1,2-Bis(hydroxymethyl)-Benzene), 

VI (Ru-MACHO), and XI (5-formylisoquinoline), were purchased from Combi-Blocks, BLD Pharmatech, 

TCI, and Aldrich respectively and used without further purification. The synthesis was adopted from Hubner 

et. Al 2003 (Hübener et al., 2003). Figure created by Dr Eugene Kashkin.  
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As such, large scale neural activity, when measured this way, excludes a lot of the smaller 

Layer 1 components.  

To get around these problems, our group synthetized a new, more hydrophilic dye in the 

ANNINE family – Di1-ANNINE-6plus (Fig. 3.1). This new dye follows from ANNINE-

6plus (Fromherz et al., 2008), in that the ANNINE-6 backbone is kept intact so the resulting 

fluorescent properties are unaffected, but changes the tail of the dye, to be more readily 

dissolved in saline. I also developed a surgery in which the dye can be applied directly to the 

brain surface without removing the dura. Dye then diffuses throughout Layer 1, and the upper 

section of Layer 2, so successful functional imaging can be undertaken in Layer 1 without 

damaging Layer 1 in the process.  

 

Methods 

DiMethyl ANNINE-6plus was prepared for me by a chemist at OIST (Dr Eugene Khaskin). 

All the experiments that follow used this dye (chemical structure can be seen in Fig. 3.1.). 

Surgery and Dye Application 

All animal experiments were performed in accordance with guidelines approved by 

the Okinawa Institute of Science and Technology Graduate University Institutional Animal 

Care and Use Committee (IACUC) in an Association for Assessment and Accreditation of 

Laboratory Animal Care (AAALAC International) accredited facility. 

The surgeries conducted here were an alteration of the standard chronic cranial window 

surgeries, described in (Holtmaat et al., 2009; Roome and Kuhn, 2014). Seven male C57/BL6 

mice, between 31 and 180 days old were used – through experience, mice around 60 days 

old provided the cleanest surgeries.  

Mice were head-fixed and anesthetized with isoflurane at 0.5-2% during the surgery. First 

the mouse’s eyes were protected from debris and drying with an eye ointment, and then the 

hair on the scalp was removed with an electric shaver, and hair removal cream. Carprofen 

(5µg/g body weight) and Buprenorphine (0.1µg/g body weight) were injected 

subcutaneously, and Dexamethasone (2µg/g body weight) was injected intra-muscularly, into 

the hind limb. The scalp was then cleaned with iodine solution, and numbed with a 

Lignacaine gel, before being opened with a scalpel. A pair of surgical scissors was then used 
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to remove a triangular flap of skin, exposing the skull from above bregma, to just beyond 

lambda, going slightly right of the midline, and exposing the entire parietal bone on the left.  

The bone was then dried and cleaned with a combination of compressed air, and scrubbed  

 

with sterile cotton swabs, soaked in 

Lidocaine. The craniotomy was then 

marked out (3.5-4mm diameter round 

section, AP-1.5mm, L-3mm), and 

bone surrounding it was carefully 

thinned and smoothed. Finally a 

channel around the craniotomy was 

made, allowing the bone above the 

craniotomy to float freely from the rest 

of the skull.  Following Roome, & 

Kuhn 2014 (Roome and Kuhn, 2014), 

a wooden toothpick was glued 

vertically onto this free floating bone, 

using superglue. 
Figure 3.2. Dye molecular structure and 

corresponding 2D spectra of excitation, and 

emission wavelength. The difference between 

the chemical structures (a) of these two dyes 

can be seen in the tail group (left hand edge), 

where ANNINE-6plus has much longer tail 

groups than DiMethyl ANNINE-6plus. The 

resulting fluorescence spectra (b, captured 

with the dye in homogenized cortex, in saline) 

are very similar. To test the dyes’ sensitivity, 

HEK-293 cells were stained with each dye, 

and then depolarized with gramicidin. The 

resulting change in fluorescence (c) shows the 

similarity in sensitivity of the two dyes.  
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If a reference electrode, or electro-encephalogram wires were needed for further experiments, 

they would be implanted at this point. For electro-encephalogram wires, during the time it 

takes for the superglue to set, two simple silver wire electrode leads were inserted under the 

skull, one lateral to the craniotomy, and the other on the opposite hemisphere, symmetrically 

opposed to the craniotomy. These electrodes were made from silver wire (0.404mm thick, 

cut to approximate 2-3cm long), with the last 5mm of them hammered flat. A small hole 

would then be drilled mostly through the skull, where the wire should be placed, and then the 

hole would be finished with a small cut from a 26-guage beveled needle, so that the brain 

under the hole would be undamaged. The wire was placed into the hole, with the flat side 

facing the brain, so it could sit on the brain surface (or on the dura), without digging into the 

cortex. After sliding 3-5mm of wire parallel with the brain surface, into the hole, it was then 

superglued in place, ensuring the wire lead also lay fairly flat on the skull. After both wires 

were glued in place, preparation to open the craniotomy could begin.  

For a reference electrode, the steps are similar, but only one electrode is required, and instead 

of sliding it under the skull, keep the skull intact, but thinned, and place the flattened wire 

into the divot made on the skull. This divot will prevent the wire from sticking up and tilting 

the headplate later on, and also ensure good contact of the wire with the skull.  

As the craniotomy needed to hold dye, dental acrylic was applied around the edges of the 

craniotomy, being careful not to let it leak into the channel between the skull and the free 

bone. This acrylic built up to create a flat surface that would later be used to mount the head-

plate. If electrodes were present, some acrylic at this point was also applied to the base of the 

electrode leads, helping to cement them in place, and making them more robust, in case the 

mouse plays with them in the future. Buildup of acrylic was limited to less than 1mm 

however, so that the eventual mounting of the head-plate would not prevent the microscope 

objective from reaching its required depth. An image of the surgery at this step can be seen 

in Figure 3.3, a. 

After the acrylic dried, the craniotomy bone could be removed, carefully cracking all the 

edges of the channel by rocking the toothpick slowly back and forwards, before slowly 

peeling the bone away, using the toothpick as a handle. If done gently, the dura will remain 

intact, and there should be little to no bleeding (small blood vessels under the skull can be  
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damaged at this point 

and the surgery is still 

salvageable, but with 

care and practice, this 

can be avoided, or at 

least minimized – 

Fig. 3.3, b).  

Gelfoam which had 

been soaking in a mix 

of saline and 

Carprofen solution 

was gently packed 

against the edges of 

the craniotomy, so 

that the hard bone 

would not damage 

the dura during this 

extended opening of 

the skull. Next, dilute 

hydrogen peroxide 

(10% H2O2, diluted 

in saline 1:6 – 

protocol inspired by 

Sheroziya, & 

Timofeev 2014 

(Sheroziya and 

Timofeev, 2014)) 

was dripped onto the open dura, using an eyedropper. Drips were added until the dura had 

puffed up, and separated from the brain below. Saline was then used to wash away the 

peroxide, but leave the dura bubbled away from the brain. The dura bubble was continuously 

kept covered with saline (the dura could poke out the top of this saline lake, but the edges of 

 
Figure 3.3. Progression of cranial window during surgery (a, b, c), and resulting 

window under a microscope (c). The surgery progression shows the separation 

of the bone over the cranial window, by drilling a channel through most of the 

bone around the window, and then gluing a wooden toothpick to the floating cap 

of bone (a). Dental cement covers the bone beyond the window area, and is pink. 

The blue ink marks where the window is planned. Next, using the toothpick as 

a handle, the bone cap is gently removed, and saline is added to wash away any 

blood that comes up in the process (b). Hydrogen peroxide is added, causing the 

dura to bubble up, which can be seen in (c). Note that gelfoam was excluded in 

these photos, so the dura and craniotomy could be seen clearer. Finally, after 

injecting dye into air space created, and then covering with a glass coverslip, the 

window can be imaged in a microscope. The result is shown in (d), using a green 

filter to raise contrast of the blood vessels against the brain.  
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the craniotomy should be covered in saline), to make sure any puncture to the dura that might 

happen from rubbing on the edge of the bone was sealed away. The gelfoam was also 

repacked against the edges of the bone, to help maintain the air pocket in the dura (Fig. 3.3, 

c).  

Once this dura bubble was stabilized, a micropipette (quartz glass, 20µm tip, 300µm bore) 

was filled with 200-1000nl of the voltage dye, Di1-ANNINE-6plus, using suction. The 

stereotaxic frame was used to position this pipette above the dura bubble and then slowly 

enter it, being careful not to touch the brain itself. Once the tip was inside the bubble, the 

contents of the pipette were pushed out, using positive pressure, but making sure that the 

final few nanoliters of dye remained in the pipette, as pushing air into the bubble tends to 

create bleeding, or smaller bubbles within the overall dura bubble, which are inconvenient 

for dye loading. After this, the pipette was carefully removed along the same path that it 

entered, so that the dura would not deflate. The pipette could then be reloaded with dye, and 

deliver it inside the dura bubble, until several microliters of dye had been delivered, and there 

was a visible layer of dye on the brain surface. From here, a short rest of 5-10 minutes was 

given, to let the dye diffuse, and for the bubble to deflate as much as it could passively, before 

putting a 5mm diameter glass window (170µm thick) onto the dura bubble, and slowly 

pressing it down. The window was then glued in place to the bone edges of the craniotomy, 

using thin superglue, applied with a transfer pipette. Dental acrylic was then applied to cover 

all remaining bone, and then some more to the already dried acrylic, and a metal headplate 

was cemented onto the skull. The headplate opening was positioned to show the craniotomy, 

and the edges of the window were then sealed with dental acrylic, making a well that could 

hold water for our water immersion microscope objective. From here the surgery was 

complete, and the mouse was transferred without waking from anesthesia, to the microscope 

for functional imaging.  

Imaging Setup 

Imaging was performed with a custom wide-field and two-photon microscope (MOM, Sutter, 

designed by Winfried Denk). A 2.5x air objective (Zeiss A-Plan 2.5x/0.006) was used for 

wide-field imaging to inspect the window (Fig. 3.3, d), and then swapped out for a 25x water 

immersion objective (Olympus XLPlan N 25x/1.05 W MP) for two-photon imaging. The 

tuning collar for the 25x objective was purposefully de-focused, so the excitation focal point 
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would be slightly spread out, and slightly more voltage dye would be excited with each scan. 

This meant that our resolution was slightly worse than optimal resolution for the microscope, 

but was still fine enough for optical sectioning (resolution was approximately ~ 5µm in the z 

axis). The dye was excited with 1020nm laser light, from a pulsed Ti:sapphire laser 

(Chameleon Vision II, Coherent), and collected with a single GaAsP photomultiplier tube 

(Hamamatsu), without passing through any filters. For functional scans, a line scan was used 

to collect fluorescent images of the same line (512 pixels, approximately 250µm long) at 2 

kHz.  

Functional images were taken after dye was shown to have diffused through Layer 1, 

approximately 30-45minutes post-surgery. Anesthetized recordings were done first, with 

gaseous isoflurane delivered to the mouse (0.5-1%), and a heating pad, combined with rectal 

temperature probe were used to keep the mouse above 36 degrees C. Awake recordings were 

made after all the anesthetized recordings were finished. The heating pad and temperature 

probe were removed, the isoflurane was turned off, and the mouse was allowed 15-20 

minutes to wake up. Once the heating pad was removed, the treadmill wheel that the mouse 

was sitting on would become free, so the awake mouse could run if it chose to.  

Data Analysis 

All functional images were imported into Matlab (Mathworks) and were processed using 

custom, in house scripts. Each line scan file was processed separately, before its data was 

pooled for averaging. Through trial and error I found that creating a time series for 

fluorescence changes for four pixel blocks, and then creating a frequency spectrum for that 

time series, resulted in the highest signal to noise spectra, so these were calculated for all 

pixels in all files. Spectra were the averaged based on cortical depth (25, 50, 75, and 100 µm 

deep), and cortical state (awake, and anesthetized). These averaged spectra were normalized 

by calculating	S(f) 	= '(())'*
'*

, where s, is the average power in the frequency range between 

40 Hz and 50 Hz, where I noticed no peaks or activity in individual spectra (Fig. 5c). Some 

artifacts were detected, indicated by sharp frequency peaks. All artifacts were above 50 Hz, 

where we could not detect any noticeable oscillation peaks, so the spectra were trimmed to 

50 Hz. No filters were applied to the raw voltage data, or frequency spectra. Artifacts due to 

breathing (typical frequency ~ 2.5 Hz) and heart beat (typical frequency ~ 8 - 10 Hz) were 

not observed. 



Chapter 3.2  Methods 
 

71 
 

Dye Spectral Analysis 

To determine how the dye compares as a fluorescent probe, to the previously published 

ANNINE-6plus (Fromherz et al., 2008), I homogenized freshly removed mouse cortical brain 

tissue and labeled it with di1-ANNINE-6plus or di4-ANNINE-6plus (both, stock solution 2.3 

mM in DMSO, then diluted to 20µM in 0.9% NaCl saline). I used a TIDAS S 700 UV/NIR 

2098 diode array spectrometer coupled to a TIDAS S Monochromator-VIS with 75 W Xenon 

light source (J&M Analytik AG, www.j-m.de). Excitation wavelength was varied from 390 

nm to 500 nm, in 5 nm steps, while the emitted light was collected with a diode array from 

200nm to 980nm with 5 nm resolution. Data were exported to Matlab (Mathworks) to create 

2D spectra graphs, normalized to the global peak intensity (Fig. 3.2). 

Sensitivity of di1-ANNINE-6plus compared to di4-ANNINE-6plus 

Human embryonic kidney (HEK) 293T cells were cultured in 24 well plates, in Dulbecco’s 

modified Eagle’s medium, with high glucose, pyruvate, supplemented with 10% fetal bovine 

serum (Biowest), and 1% penicillin streptomycin (Sigma). This cell growth step was 

performed by Soumen Jana of the Optical Neuroimaging Unit, at the Okinawa Institute of 

Science and Technology.  Once cells were mature and a monolayer had formed, the medium 

was replaced with either di1-ANNINE-6plus or di4 ANNINE-6plus (both, stock solution 2.3 

mM in DMSO. di1-ANNINE-6plus stock was diluted 1:10 in phosphate buffer solution, 7.4 

Gibco (PBS), and di4-ANNINE-6plus was diluted 1:100 in PBS). After waiting for 20 

minutes for the dye to penetrate the cells, a single well was chosen, and the dye solution was 

replaced with gramicidin solution (1mg/ml stock in DMSO, diluted 1:71 in PBS for di4-

ANNINE-6plus, and 1:21 in PBS for di1-ANNINE-6plus). The fluorescence of the cell 

population was imaged with a confocal microscope, at 488nm excitation (Nikon N-SIM/N-

STORM, emitted light collected from 570 to 620nm), in a time series starting from when the 

gramicidin was added, an image was taken every 10 seconds (1 image created from  4 

averaged images), for 10 minutes. Gramicidin applied in this way depolarized the cells within 

6 – 7 minutes, so the time series captures the initial and end fluorescence, leading to a 

measure of sensitivity (-	./.0.12)-	3./12	
-	./.0.12

). The sensitivity measurement was averaged across 

five wells for di1-ANNINE-6plus, and five wells for di4-ANNINE-6plus. As di4-ANNINE-

6plus sensitivity is already well established (Fromherz et al., 2008), a simple comparison 

between the two dyes is possible.  
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Figure 3.4.  In vivo labeling of di1-ANNINE-6plus. (a-d) Penetration of di1-ANNINE-6plus in vivo in different 

depth, (e) x-z reconstruction, (f) line-scan, and (g-j) corresponding frequency spectra of membrane voltage and 

EEG recording calculated from 30 recordings (11 s each, gray background: overlay of single trials, red line: 

average) in an awake and anesthetized mouse. 

Results 

di1-ANNINE-6plus fluorescence  

Comparing di1-ANNINE-6plus with the previously published di4-ANNINE-6plus 

(ANNINE-6plus, (Fromherz et al., 2008)), the spectra are similar (Fig. 3.2). The excitation 

peak appears unmoved, while the emission peak is slightly shifted from 560nm (di4-
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ANNINE-6plus) to 540nm (di1-ANNINE-6plus). This suggests some change has occurred 

to the chromophore of the dye, but the change is not dramatic, and does not affect its 

excitation characteristics.  

Sensitivity of di1-ANNINE-6plus 

In cultured HEK 293T cells, when depolarized with gramicidin, di1-ANNINE-6plus 

recorded a mean fluorescence change of 4.32% (0.4% standard deviation). In the same 

preparation, di4-ANNINE-6plus recorded a 4.02% change (0.7% standard deviation). A t-

test (unpaired, two-tailed) showed no significant difference between these two dyes (p = 0.44,  

Fig. 3.2). 

di-1-ANNINE-6plus in Vivo 

Dye penetration and recordings can be seen in Figure 3.4 (a through e). Using this novel dye 

application method, dye reliably penetrates down 150µm, while depths beyond this have also 

been seen but are less reliably achieved. Staining becomes useable for functional imaging 

45-60 minutes after application, and can last strongly for up to 48 hours.  

 After recording a single 11 second line scan, a frequency spectrum can be calculated up to a 

frequency of 1 kHz with a signal-to-noise ratio of approximately 1.5 : 1. Further averaging 

reduces noise following the square root of the number of averages.  Example spectra after 

averaging 30 line scan files, each 11 seconds long can be seen in Figure 3.4 (g, i), along with 

the simultaneously recorded EEG spectra (Fig. 3.4 h, j). These were recorded at 25, 50, 75, 

and 100 µm below the dura. During light anesthesia, theta produces a sharp, reliable peak.  

Averaging spectra across all seven animals, average spectra were calculated for each 

recorded cortical depth in Layer 1 (25, 50, 75, and 100µm below the dura), and for the 

corresponding trial’s EEG recording. These average spectra can be seen in Figure 3.5 (a-f). 

Notable activity is seen in the VSD is seen in delta (0-4 Hz), theta (4-10 Hz), and gamma 

(30+ Hz), with slight differences in depth, but larger differences from light anesthesia to 

wakefulness. The EEG recordings show no large theta activity during anesthesia, but does 

show the theta peak during wakefulness. The beta and gamma peaks were not detected in the 

EEG.  

Measurements of the spectra over depths and cortical state were calculated in two ways – by 

either taking the maximum power, or the integral of the power, over small frequency bands. 

The maximum power over small frequency bands can be seen in Figure 3.5 (c), while the 
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Figure 3.5. Average frequency spectra (a, c), for anesthetized and awake conditions, separated by cortical depth 

(210 averages, 7 mice), and the difference between the spectra (e). Corresponding frequency spectra for each 

set of trials in a, b, c calculated from simultaneously recorded ECoG. Small frequency bands were examined, 

and the maximum power was plotted (d). Error-bars represent standard deviation.  
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  integral of powers over a band can be seen in Figure 3.6. Lower delta power below 1 Hz 

was excluded, as the 11 

second recording did not 

provide a robust enough 

measurement of the 

extremely slow 

oscillations. The power of 

every band was higher in 

integral and maximum for 

awake conditions, except 

for the theta peak (6-8 Hz).  

There is a general increase 

in power with depth as 

well. Finally the presence 

of a clear low gamma 

(approximately 35 Hz) 

peak is very interesting, 

and to the best of our 

knowledge, never reported 

before in cortical Layer 1. 

Larger frequency bands 

following traditionally 

defined frequencies were 

also examined using the 

integral of power over the 

measured band. These bar 

graphs can be seen in 

Figure 3.6, showing awake 

(a), anesthetized (b), and 

the difference between awake and anesthetized, calculated within mice and then averaged 

across them (c). The low gamma band is consistently larger in awake mice than anesthetized, 

 

Figure 3.6. Normalized power of major frequency bands (Delta 0.5 – 4Hz, 

Theta 4 – 10Hz, Beta lower 10 – 20Hz, Beta upper 20 – 30Hz, Gamma 

30 – 40Hz). (a) Shows the bands during light anesthesia, while (b) are the 

same bands and depths during wakefulness. A difference between 

wakefulness and light anesthesia was calculated within each mouse, and 

then averaged across mice, and this is shown in (c). Error bars show 

standard deviation.  
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but relatively consistent in power (with 25µm being exceptionally low). Delta also shows 

much larger responses in awake than anesthetized, plus it consistently increases with cortical 

depth.  The integral of theta power is higher consistently during wakefulness than light 

anesthesia, but the maximum peak power, generally around 6-8Hz does not follow this rule 

(see Fig. 5c for smaller frequency bands, showing sharper peaks).  

Gamma was isolated for each cortical depth and brain state, using an inverse fast-Fourier 

transform, over the 30-40Hz band, with phase removed. This calculates the highest ΔF/F for 

the averaged gamma band. These numbers were between 0.039% and 0.058% change in 

fluorescence. From previous research, this can be converted to mV, based on a dendritic 

density of the upper cortex (Kuhn et al., 2008). Dendrites in the upper cortex make up 23% 

of cortical volume (Williams et al., 1980; Braitenberg and Schüz, 1998), and previous 

ANNINE dyes have a reported sensitivity of -0.49% change per mV, when excited at 1020nm 

(Kuhn et al., 2004). This gives a conversion of -0.11% fluorescence change per mV. This 

results in the following gamma fluctuations in mV (Table 3.1). These recordings are in line 

with previously reported gamma oscillation magnitudes (Penttonen et al., 1998). A baseline 

period between 45 and 55Hz was also defined, and subtracted from the gamma frequency 

power band. This baseline adjustment should remove noise fluctuations, giving a more 

conservative and accurate conversion. 
Table 3.1. Gamma Oscillation Peak in in ΔF/F, corresponding average voltage change if a conversion factor of 

0.47%/mV (Kuhn et al., 2004) is applied, and the voltage change under the assumption that only dendrites 

participate and that 23% of the membrane surface is contributed by dendrites (Braitenberg and Schüz, 1998). 

 

Cortical 

Depth 

Light Anesthesia Awake 

 ΔF/F [%] 

± S.D. 

Average 

voltage 

change 

[mV] 

Dendritic 

voltage 

change 

[mV] 

ΔF/F [%] 

± S.D. 

Average 

voltage 

change 

[mV] 

Dendritic 

voltage 

change 

[mV] 

25µm 0.048 ± 0.012 0.10 0.44 0.053 ± 0.017 0.11 0.49 

50µm 0.044 ± 0.015 0.092 0.40 0.067 ± 0.018 0.14 0.62 

75µm 0.045 ± 0.011 0.097 0.2 0.057 ± 0.016 0.12 0.53 

100µm 0.045 ± 0.012 0.095 0.41 0.061 ± 0.016 0.13 0.56 
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As theta also makes a considerable peak, it was also isolated and converted into mV changes 

(Table 3.2). The baseline period (45-55Hz) was used as a noise measurement, as with the 

gamma recordings, and subtracted from the frequency peak before converting from 

frequency power to mV. This leads the mV value to be lower than the gamma values for 

some depths. The anesthetized theta peaks are higher than the gamma peaks in general, while 

awake theta and gamma peaks appear roughly the same magnitude.  

To confirm that the spectra are showing biological signals rather than noise, a sample set of 

line scans were selected from a single mouse, from a close time period (all were collected 

within 5 minutes of each other). A single spectrum was compared with 4 spectra averaged, 

and 9 spectra averaged. These traces are overlaid and can be seen in Figure 3.7 (a). In doing 

this, it is possible to see the sections of an individual trace that are noise, compared to the 

underlying signal. 
Table 3.2. Theta Oscillation peak dendritic voltage change, calculated in the same manner as Table 3.1. 

 

Cortical Depth                     Light Anesthesia                              Awake 

25µm 0.28mV ± 0.07 0.43mV ± 0.13 

50µm 0.38mV ± 0.10 0.44mV ± 0.09 

75µm 0.47mV ± 0.08 0.47mV ± 0.11 

100µm 0.52mV ± 0.11 0.62mV ± 0.14 

 Additionally, the size of the noise reduces as expected with the number of averages. Another 

control was performed by taking recordings during constant anesthesia, and in blocks of five 

files. Five files were recorded with 1020nm excitation, which has been shown previously 

(Kuhn et al., 2004) to be the peak excitation for ANNINE family dyes. Next, the laser was 

quickly switched to 970nm, and another set of files were recorded, and then finally the laser 

was turned to 920nm for a final five files. This order was also reversed, going 920, 970, 

1020nm. This was repeated 30 times. To test the dye’s voltage sensitivity to a biological 

signal, recordings were made in blocks of 5 files (each 12 seconds long), at 1020nm, 970nm, 

and 920nm excitation by the scanning laser. Theta peaks were averaged across these 5 block 

trials 30 times (Fig. 3.7 b). 1020nm produced the largest peak (3.434 normalized power 

±0.176 95% C.I.), the 970nm (2.439 normalized power ±0.136 95% C.I.), and then 920nm 

(1.368 normalized power ±0.074 95% C.I.). None of these confidence intervals overlap, 



Chapter 3.3  Results 
 

78 
 

indicating a significant difference between each excitation wavelength. This is in line with 

previous ANNINE dyes (Kuhn et al., 2008), where larger wavelengths of excitation produce  

larger voltage sensitivities. This shows that the dye was 

truly detecting a voltage signal originating in the 

biological sample (the theta peak), confirming the 

newly synthesized voltage dye worked.  

Discussion 

Di1-ANNINE-6+ is a new formulation of an old dye, 

and shows great promise for use in Layer 1.  

Bubble surgeries are ideal for applying dye to the 

surface of the brain, and achieving a good Layer 1 

stain, with minimal damage to the cortex.  This surgery 

makes sense for combination with dyes that are too 

viscous or lipophilic to penetrate through the dura, and 

so cannot be applied directly to an open craniotomy. It 

should be noted that although I have not quantified the 

damage or lack-of, to the cortex with this surgery, in 

the original work (Sheroziya and Timofeev, 2014) 

peroxide based dura removal was shown to be gentler 

than mechanical dura removal. Given the lack of 

damage to the cortical surface, I recommend this 

surgery over any dye application where the dura would 

instead be removed entirely, as the process of removing 

the dura can be quite difficult without causing damage 

and bleeding.  

Di1-ANNINE-6+ applied to the cortical surface 

provides an interesting new approach to cortical Layer 

1 research. Previously, Layer 1 has been extremely 

difficult to reach with our available tools, and even 

with voltage dyes, labelling within the cortex tends to 

focus around layers 2 and 3 (Kleinfeld and Delaney, 

 
Figure 3.7. Control tests for di1-

ANNINE-6plus VSD. Averaging 

spectra shows decreasing noise with the 

square of the number of averages (a). 

Theta peaks were very consistent during 

light anesthesia. Voltage sensitivity was 

increased as the more optimal laser 

excitation was used (b). Black bars 

represent the mean theta peak, and red 

error-bars show the 95% confidence 

interval.  
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1996; Petersen et al., 2003). To have a dye and application method that works best for Layer 

1 study can be very useful in studying Layer 1 activity, like neural oscillations. During testing 

of the dye, using this staining method, it was possible to record line scans in Layer 1 from 

multiple points inside the cranial window, up to 3mm away from each other. This means 

large spatial scale recordings are possible using this dye and application method, and these 

would be a particularly interesting way to probe Layer 1 activity.  

It is worth pointing out that two-photon imaging, which was used in our experiments, 

optically sections images, so that areas stained that are out of focus do not influence the 

recording made at a particular focal depth. This is different from traditional light microscopy, 

where any light collected is a mix of in and out of focus areas. This optical sectioning means 

any recorded signal within Layer 1, is a real measurement of voltage, within Layer 1, and not 

contaminated by larger sinks or sources from deeper layers. 

Additionally, data presented here (Fig. 3.5 and 3.6) show changes in oscillations with depth, 

through Layer 1, recordings which have previously been impossible (recordings made in the 

previous chapter were very difficult to reliably get all layers in layer 1 stained to an acceptable 

level). Of particular note is the 35Hz oscillation peak, making it a low gamma oscillation. 

Gamma is thought to be created from an interaction between pyramidal neurons and fast 

spiking interneurons, when in the cortex (Buhl et al., 1998; Bartos et al., 2007; Merker, 2016). 

Layer 1 is not thought to contain fast spiking interneurons, and the pyramidal cell fibers that 

are present come from diverse areas (Cauller et al., 1998). For them to be coherent enough 

to make a detectable oscillation peak is surprising.  

One considerable difference between data here, and data in the previous chapter is that here 

more animals were used in each recording, and oscillations were the aim of these recordings, 

rather than capturing a combined voltage and calcium activity, during whisker stimulation. 

This let me focus solely on how the oscillations change due to depth and state, and gave the 

highest signal to noise ratio of these oscillation peaks. In this way, it is possible to see the 

increase in all measured frequency bands, except for higher beta, and gamma, with cortical 

depth (Fig. 3.5, 3.6, and 3.7). This was the expected result of recordings in layer 1, as signals 

become more consolidated within a local region. Layer 1 anatomy shows a lot of diverse 

branching, especially in the very upper areas (Cauller et al., 1998; Porrero et al., 2009; 

Narayanan et al., 2015), and dendrites also tend to narrow as they branch further, so signals 
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in the upper reaches of layer 1 are smaller and more diverse. This should lead to a reduction 

in oscillation strength and coherence, and thus can explain the increase in power with depth. 

Why gamma does not experience this same trend is unknown. Gamma forms a noticeable 

peak, (Fig. 3.4, and 3.5) so it would be expected that it too increases in power as you follow 

the dendrites down towards the cell body, and remove extra signals from less local areas. 

This suggests that the entire local area is oscillating in gamma coherently, and that the entire 

dendritic arbor of the local cells are experiencing gamma oscillations.   

Converting the recorded neural oscillations into dendritic mV values relies on several 

assumptions. First, dendritic density is assumed to be relatively constant through layer 1, as 

the same density for conversion is used for all the calculations. Secondly, the baseline 

fluctuation removal, by subtracting the 45-55 Hz power from the frequency band being 

converted, I avoid converting noise fluctuations to mV. If 45-55 Hz does not reflect the true 

noise level, which is instead at some higher frequency, the subtracted power would be less 

and the resulting oscillation mV value would be higher. Lastly, if fewer than all the dendrites 

in the region are experiencing the oscillation, then the mV within the oscillating dendrites 

will be higher. VSDs selectively report dendritic activity, but bulk loaded like this report all 

dendritic activity in the area. If an oscillation is occurring in only a subset of the dendrites 

recorded, it will just appear as a smaller fluctuation in the recorded voltage, as it will be 

averaged across oscillating and non-oscillating dendrites. This will not make a large change 

if only a small subset of dendrites are not oscillating, but if a significant portion are not, then 

the recorded mV may be much higher.  

Looking at the mV values however, they are in the same range as recorded values in 

intracellular recordings in the hippocampus (Penttonen et al., 1998). The values are expected 

to be slightly higher, as it is unlikely that every single dendrite recorded was experiencing 

the same coherent oscillations, however values would still be within the 0.2 – 2 mV range, 

as long as greater than about 1/8th of all dendrites are experiencing the same oscillations.  

In summary, this work has created a novel surgery that has the possibility to be useful for 

more than just voltage dye loading. Any case where bulk liquid is best applied to the brain 

surface, this surgery could be useful. Removing the dura is a difficult procedure that can also 

destabilize the local cortex. In contrast, creating a bubble that can be loaded with solution 

which then collapses over some time is potentially less disruptive to the brain and is easier 
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to achieve. Additionally, oscillations faster than any previously captured by in vivo VSD 

recording have been detected, in cortical layer 1, where voltage recordings are extremely 

rarely made. The data aside, these technical breakthroughs in VSD loading, layer 1 labeling, 

layer 1 voltage recording, and VSD oscillation recording have the potential to impact select 

fields in the neurosciences. 

 

Supplemental Figures 

Supplemental figure 3.1. Average spectra of each mouse for 25 and 50 µm cortical depth. 

Red shows awake recording, and blue shows the anesthetized recording from the same 

session. Each graph is paired 25 and 50 µm from the same recording session.  
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Supplemental figure 3.2 Average spectra of each mouse for 75 and 100 µm cortical depth. 

Red shows awake recording, and blue shows the anesthetized recording from the same 

session. Each graph is paired 75 and 100 µm from the same recording session. 

  



Chapter 3.5  Supplemental Figures 
 

84 
 

  

  

  



Chapter 3.5  Supplemental Figures 
 

85 
 

  

  

  
 

  



Chapter 4.1 General Discussion 

86 
 

Chapter 4 

General Discussion 

Together these data show how the upper cortical layers are active and responsive to sensory 

stimuli. Neural oscillations are present all the way up to 25µm below the dura, and include a 

strong gamma peak. Gamma is shown to be responsive to sensory stimuli, as previously 

demonstrated, but delta and theta also show changes. Light anesthesia dampens many of these 

oscillations, except for a theta peak which gets markedly higher. When taken in the highest 

care possible, some oscillations increase power with cortical depth (delta, theta), while others 

show less depth preference (beta, gamma). Stimulation by whisker deflection produces a 

large depolarization, with bi-phasic peaks when recording voltage. The calcium activity 

associated with NMDA receptor activation however is almost entirely gone during 

anesthesia, suggesting that afferents from the PoM are no longer delivering top-down input. 

Depth changes these responses slightly, by increasing calcium change after leaving layer 1. 

Voltage on the other hand shows an increase between the first and second half of layer 1, 

similar to where gamma oscillations also show and increase in power.  

Separation of top-down/bottom-up processing 

Top-down and bottom-up processing can be separated functionally, but also to an extent 

anatomically. Signals coming directly to barrel cortex from the POm carry more top-down 

information, while VPM inputs carry bottom-up information. Comparing the recorded VSD 

responses to whisker stimulation with the bi-phasic peak, to previous work with 

somatosensory touch recorded with LFPs (Cauller, 1995) there are some notable similarities. 

The N1 and P1 touch responses appear in similar times to the early and late peaks in the VSD 

recording. N1 arrives first and is graded by the stimulation strength, but is not affected by 

attention or habituation. P1 on the other hand is graded by these properties, and less by the 

strength of stimulation. This suggests P1 is a representation of top-down processing and N1 

is created from bottom-up processing. The VSD recordings show a slow response that 

corresponds very well with the timescale of GCaMP6f in the same area, suggesting it is 

produced simultaneously. GCaMP6f activity is detected when there is simultaneous input 

between layer 1 and deeper areas, in the specific cells I recorded, with the layer 1 input being 

mainly from POm (Zhang and Bruno, 2019). POm is also believed to be involved in top-
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down processing, and thus the P1 response. The GCaMP6f signal reliant on the POm lines 

up with the late response recorded in the VSD, suggesting the late VSD response shows a 

top-down signal, just like P1. The early VSD response has no calcium component, and the 

response time is similar to the N1 component of LFP recordings (Cauller, 1995). One 

difference between N1 and the early VSD response however is the VSD early response is 

significantly larger while the animal is awake, than anesthetized. This suggests some grading 

of the early response due to cortical state, or in other words, some top-down information is 

encoded in the early VSD response. Due to its short latency, the triggering of depolarization 

leading to the early VSD response must arise from a direct pathway of excitation. In this way, 

it cannot be graded by many neighboring cortical areas, and so is still most encoding bottom-

up information.  

Considering the detected oscillations, and their changes due to cortical state, it is attractive 

to also bundle these changes into changes mediated by POm fibres coming into layer 1, 

however that would ignore a large number of other potential factors that can also explain the 

changes I recorded. Neuromodulators in general (of which acetyl-choline, which is acting to 

reduce POm activity) are generally quite affected by anesthesia and sleep, and several of 

them have also been tied to changing oscillation strengths. Particularly, dopamine, serotonin, 

and acetyl-choline work on the thalamus and change the regulation of calcium dynamics from 

wakefulness and sleep (Lőrincz and Adamantidis, 2017). These changes in calcium currents 

results in altered excitability in thalamic cells, and induces an increase in slow oscillations 

(delta and slow wave, i.e. below delta). Although I detect higher delta during wakefulness – 

possibly as anesthesia under isoflurane and sleep only share some similarities – some 

neuromodulator action acting on bodies outside the POm may be responsible.  

Discussion of Detected Oscillations 

Oscillation peaks are occurring where the recorded membrane voltage is synchronized 

enough that a peak forms above the baseline activity. In data recorded here, whisker 

stimulation increases gamma, theta, and delta power more in awake cases than anesthetized, 

despite the voltage change in both being very similar (potentially overall change is even 

smaller while awake). These seem at odds with each other, as increasing voltage change 

should mean more cells are recruited into a depolarization, measured by extracellular voltage 
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dye, which should increase synchronization. The only increase in voltage seen during 

stimulation, under awake conditions is the early peak response, so it might be that this 

component of the cortical response is the one responsible for increasing gamma power, and 

potentially the other frequency bands as well. An alternate view is that inhibitory neurons are 

more active during wakefulness, sharpening the cortical response. This might increase 

synchronization in other, deeper areas, without affecting the recorded voltage response, but 

in doing so, increase certain oscillation synchronies. One further explanation is that calcium 

influx from NMDA channels has some role in modulating neural oscillations, as this was 

present during wakefulness but not anesthesia. 

Sensory activity in awake animals has been investigated before (Haider et al., 2013), showing 

that inhibitory activity dominates during wakefulness, and that these help to sharpen the 

sensory responses (Wehr and Zador, 2003; Isaacson and Scanziani, 2011; Liu et al., 2011), 

as well as increase the robustness of the sensory response (Egger et al., 2015). In the work 

by Egger et al, (2015), they looked at layer 1 inhibitory cells connecting to layer 2/3 

pyramidal cell dendritic tufts. Inhibiting the layer 1 inhibitory cells increased the variability 

in sensory responses, so would also likely effect the synchronization of local neurons. It is 

possible that this could be leading to the increases I recorded in the oscillatory activity, even 

though the layer 1 interneurons are not fast-spiking parvalbumin expressing. Inhibition is 

tightly tied to oscillations (Bartos et al., 2007; Sohal, 2012), and these oscillations are 

increasing in wakefulness, and sensory response (especially gamma). The question then is 

whether this increase is due to inhibitory activity increasing, and whether it is tied to the 

sensory response sharpening (which may also explain the change in how the voltage response 

looks in Fig. 2.2).  

Looking at the current theory of layer 1 as an integration area (Larkum, 2013), with top-down 

input  into distal dendritic tufts coordinating binding of information into pyramidal neurons, 

and gamma as a mediator of communication through coherence (Fries, 2005; Bastos et al., 

2015; Dumont et al., 2017; Dumont and Gutkin, 2018), it is natural to speculate about the 

nature of the gamma detected in my data set. Especially as there was an increase in power of 

delta, theta, and lower beta bands with cortical depth, but not gamma. Increasing power with 

depth was the expected result of optical voltage recordings in layer 1 (Kuhn et al., 2008), as 
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anatomy shows a lot of branching, (Cauller et al., 1998; Porrero et al., 2009; Narayanan et 

al., 2015). More diverse processes should carry more different information. Thus, the power 

of oscillations should decrease closer to the brain surface as signals de-correlate. As gamma 

does not follow this trend, it suggests gamma is more coherent through layer 1 than expected, 

especially compared with other detected neural oscillations. Whether this is enhancing 

specific communications and integration of top-down inputs however is at this point only 

speculation.  

Looking for the origin of gamma in layer 1 is also important to consider. If multiple deeper 

neural populations project into layer 1 and are experiencing coherent gamma oscillations, it 

tells us that a large local circuit exists and is coherent. There is a chance however that gamma 

is generated, in some part, in layer 1. Surveys of interneurons within cortex show no fast-

spiking cells originating in layer 1 (Packer and Yuste, 2011; Jiang et al., 2015), however 

basket cells do appear to project axons into layer 1. Basket cells connect mainly to local 

neurons, however when they project further from their local network, they tend to project 

upwards (Packer and Yuste, 2011). Peri-somatic connections between basket cells and 

pyramidal cells are thought to be key for the generation of gamma (Buzsáki and Wang, 2012) 

and perhaps enough basket cells are projecting onto the primary dendrites of layer 2/3 

pyramidal cells within layer 1 for me to detect a gamma peak. Pyramidal cells of layer 5 and 

6 also project into layer 1, and experience gamma oscillations, but there is no current 

anatomical evidence that basket cells in the supragranular layers connect to them in any 

strong fashion. This could imply that the gamma oscillation peak presented here is mainly 

from layer 2/3 cells, with dendrites from layers 5 and 6 contributing to noise. This would 

raise the effective dendritic voltage of gamma oscillations (table 3.1), as a smaller proportion 

of dendrites would be contributing to the detected signals. Another possibility is that each 

layer of pyramidal cells and local interneurons have their own oscillation. These local circuits 

then compete to couple other layers when communication between them is required. This 

could explain how oscillation power, including gamma power, increase in layer 1 following 

whisker stimulation (table 2.1). Previous research has suggested each cortical layer works as 

a local oscillator, however the frequency of oscillation recorded was 25 Hz, rather than 35 

Hz, as recorded here (Bai et al., 2006). The final interpretation is that all pyramidal cells in 

the local area have coherent gamma oscillations, in part entrained by basket cells projecting 
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into layer 1. Determining the correct hypothesis is not answerable given the current data set, 

but can be a topic of further research, given the developments in oscillation detection put 

forward here.  

Future Directions 

To follow this work, ideally more oscillation data will be recorded with two-photon 

microscopy and voltage dyes. More data into how these oscillations change with sensory 

inputs, but also interactions between regions would be very interesting.  

Recording oscillations beyond 40 Hz with VSDs and two-photon microscopy should be 

possible, given that the temporal resolution of our microscope is 1 kHz. The noise level 

reached such a point however that signals beyond the 40 Hz point did not stand out. 

Improvements in collection, such as using a random-access microscope to lower mechanical 

noise, and select scanning points to increase the biological signal (Shafeghat et al., 2016) 

might let researchers record higher gamma oscillations in vivo. Using a larger numerical 

aperture lens, or higher magnification may also isolate the smaller local oscillations like high-

gamma and boost their signal above the noise level.   

In the course of my research, I attempted to gather gamma oscillation recordings using a 

wider lens, still rated for two-photon excitation. Unfortunately I could not achieve the 

resolution required to measure gamma over the 1mm scale of the scan, however with more 

time and calibration, this could be done. Finding the spatial scope of oscillations, and 

particularly gamma, within the cortex, and how it alters with state and sensory input, is a vital 

step in the communication through coherence theory (Fries, 2005; Bastos et al., 2015). 

Gamma is thought to be the local synchronizing code, so cortical areas performing tasks that 

require communication, should then synchronize oscillations, and particularly gamma, if 

communication through coherence is correct.  

Top-down processing is believed to be carried through layer 1 of the cortex, which can now 

be probed. Through this I hoped to record top-down activity related to habituation and 

surprise, but I could not find a robust enough means to generate these signals. Given more 

time though, this should be achievable, so recording top-down signals in layer 1, and their 

origin is a goal for the future.   



Chapter 4.1 General Discussion 

91 
 

Final Remarks 

These data have demonstrated that layer 1 physiology can be measured and examined. 

Sensory responses can be collected, and oscillations detected, leaving the path open for much 

more research. A lot of the techniques used were rarely used before, or entirely novel. 

Through this work, they will now be more firmly established. 

 This data also presents novel findings, especially in layer 1 oscillations. Although most 

signals increase with cortical depth, gamma does not, and thus suggests the spread of gamma 

within a local cortical area is much more coherent than perhaps previously thought. The best 

explanation for gamma being so strong, so far away from cell bodies and fast-spiking 

interneurons, within tightly-packed dendrites projecting from many areas, is that the gamma 

oscillations in all the dendrites present are coherent. If this is the case, it strongly supports 

the communication through coherence theory (Fries, 2005; Bastos et al., 2015).  
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