
An interface capturing method for liquid-gas flows at
low-Mach number

Federico Dalla Barbaa, Nicoló Scapinc,∗, Andreas D. Demouc, Marco E.
Rostid, Francesco Picanob, Luca Brandtc,e

aCISAS, University of Padova, Padova, Italy
bDepartment of Industrial Engineering & CISAS, University of Padova, Padova, Italy

cDepartment of Engineering Mechanics, Royal Institute of Technology (KTH),
Stockholm, Sweden

dComplex Fluids and Flows Unit, Okinawa Institute of Science and Technology Graduate
University (OIST), 1919-1 Tancha, Onna-son, Okinawa 904-0495, Japan

eDepartment of Energy and Process Engineering, Norwegian University of Science and
Technology (NTNU), Trondheim, Norway

Abstract

Multiphase, compressible and viscous flows are of crucial importance in a wide

range of scientific and engineering problems. Despite the large effort paid in

the last decades to develop accurate and efficient numerical techniques to ad-

dress this kind of problems, current models need to be further improved to

address realistic applications. In this context, we propose a numerical approach

to the simulation of multiphase, viscous flows where a compressible and an in-

compressible phase interact in the low-Mach number regime. In this frame,

acoustics are neglected but large density variations of the compressible phase

can be accounted for as well as heat transfer, convection and diffusion pro-

cesses. The problem is addressed in a fully Eulerian framework exploiting a

low-Mach number asymptotic expansion of the Navier-Stokes equations. A Vol-

ume of Fluid approach (VOF) is used to capture the liquid-gas interface, built

on top of a massive parallel solver, second order accurate both in time and
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space. The second-order-pressure term is treated implicitly and the resulting

pressure equation is solved with the eigenexpansion method employing a robust

and novel formulation. We provide a detailed and complete description of the

theoretical approach together with information about the numerical technique

and implementation details. Results of benchmarking tests are provided for five

different test cases.

Keywords: Compressible multi-phase flows, Volume-of-Fluid method,

low-Mach number asymptotic expansions, pressure-correction methods.

1. Introduction1

Multiphase flows of two or more immiscible and viscous fluids are common in2

a large variety of engineering applications and fundamental scientific problems.3

Each phase is segregated and gives origin to complex and time-evolving free4

boundaries where discontinuities in the flow fields exist [1]. The phases mutu-5

ally interact exchanging mass, momentum and energy across the free boundaries,6

the latter undergoing large and complex deformations. It is therefore clear how7

the description of the problem is extremely challenging both from a theoretical8

and numerical point of view. Some of the major issues affecting the modeling of9

multiphase flows arise from the discontinuities in the flow variables and proper-10

ties across the free boundaries, from the necessity of numerically tracking and11

reconstructing the interfaces as well as from the need to account for the effect12

of the surface tension and jump conditions at the interfaces. These aspects are13

critical in the simulations of incompressible and isothermal multiphase flows,14

but additional complexity is added when the compressibility needs to be taken15

into account. In the latter case, heat transfer between the fluid phases and16

the boundaries must be considered in addition to mutual heat transfer between17

the phases and density variations. In this paper, the emphasis is on the mul-18

tiphase flows of two immiscible viscous fluids, one of them being compressible,19

the other being incompressible. The attention is paid in particular to the low-20

Mach number flows, where the effect of compressibility is significant and large21
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density variations occur in the compressible phase while acoustics are negligible.22

This is of great interest for several applications. To mention some, the simula-23

tion of bubble-laden flows and boiling flows [2, 3, 4], as well as the simulation24

of the fuel jet atomization processes in the combustion chambers of internal25

combustion engines [5, 6].26

A great amount of literature dealing with the numerical simulations of mul-27

tiphase, viscous fluids has been produced [7, 8, 9, 10, 11, 12, 13, 14]. Many28

approaches have been proposed both in the Eulerian and Lagrangian frame-29

works as well as hybrid methods. Among the latter, the arbitrary Lagrangian30

Eulerian (ALE) approach [15, 16, 17]. In this frame, interface-conforming grids31

are used where boundary conditions can be accurately prescribed on the free32

boundaries of the flow. The main advantage of the ALE methods is the accu-33

rate treatment of the interfaces. Nevertheless, the computational cost of this34

kind of simulations is large due to the adaptive mesh adjustment needed to pre-35

serve the conformity of the grid to the time-evolving interfaces. The need for36

re-meshing is removed in the frame of the fixed-Eulerian-grid methods. These37

are hybrid Eulerian-Lagrangian approaches also referred to as front-tracking38

methods [18]. The Immersed Boundary Method (IBM) belongs to this class of39

numerical techniques [19, 20, 21]. This approach consists in solving the gov-40

erning equations for the flow on a fixed Eulerian grid while tracking the free41

boundaries separating the different phases of the flow by means of Lagrangian42

markers distributed over the interfaces. An additional forcing is imposed to the43

fluid, within a neighborhood of the interfaces, such that the boundary conditions44

are satisfied within a certain degree of accuracy. This class of methods have been45

successfully applied to the simulation of multi-phase flows [22, 23]. Even if fixed-46

Eulerian-grid methods are computationally more efficient than conforming-grid47

methods, they suffer from low accuracy in the reconstruction and tracking of48

the interface. A popular alternative is the so-called front-capturing methods49

that are based on a fully Eulerian treatment of the interface tracking and recon-50

struction. These include essentially the Volume Of Fluid (VOF) method and the51

Level-Set Method (LSM). The LSM uses a continuous level-set function, usually52
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the signed distance to the interface, to distinguish between the different phases53

of the flow [24, 25, 26, 27, 28]. Interfaces are accurately defined by an assigned54

level of the level-set function while the advection of the level-set function itself55

allows for an accurate tracking of the interfaces. In the LSM framework the56

interface curvature can be computed easily and accurately, nevertheless, these57

are not mass-preserving methods. Indeed, the advection of the level-set function58

may result in a mass loss or gain. The Volume-of-Fluid method [1, 29, 30, 31],59

instead, uses a discontinuous colour function to represent each different phase60

separately, providing the potential to conserve mass at a discrete level and to61

accurately represent the interface topology. This is in general accomplished with62

an interface reconstruction procedure which can be either geometrical or alge-63

braic. The former is based on approximating each portion of the fluid interface64

with a plane, as done in the Piecewise Linear Interface Calculation (PLIC) [32],65

while the latter consists in employing a suitable function to approximate the66

phase indicator. Common and established choices of the reconstructing func-67

tion are the hyperbolic tangent from which the THINC [33] and MTHINC [34]68

methods are derived or simpler polynomial functions designed to locally re-69

construct the phase indicator [35]. In both cases, the chosen function is also70

employed to compute the numerical fluxes of the interface advection equation.71

A major part of the numerical approaches to the simulation of multiphase72

flows reported by archival literature and referenced above were originally de-73

veloped for incompressible flows. A great effort has been spent in the last74

decades to extend these methods to the simulation of compressible multiphase75

flows [36, 37, 38, 39, 40]; nonetheless this is still a very active area of research.76

Among compressible flows, low-Mach number flows are of great interest for77

many applications where large density variations occur at low speeds, low sub-78

sonic regimes. When addressing the simulation of this flow regime, a central79

issue arises from the limitation imposed on the time step by the fastest dynamics80

of the flow. Indeed, in a compressible flow the speed of propagation of pressure81

waves scales as 1/Ma, Ma being the Mach number. Many solutions to this82

problem have been proposed, such as an implicit treatment of the acoustic pres-83
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sure [41, 42]. Nevertheless, if the case under examination is dominated by free84

or forced convection where the amount of energy carried by the acoustics is only85

a small fraction of the overall energy of the flow, a low-Mach number asymptotic86

formulation of the Navier-Stokes equations can be used to numerically address87

the problem. Large density variations can be accounted for, completely neglect-88

ing acoustics, but still describing entropy and vorticity modes as well as taking89

into account compressibility [43, 44]. In this frame, the pressure is split into90

two different terms: a zero-order, thermodynamic pressure, p0, and a second-91

order pressure, p2. The former is governed by the thermodynamic properties of92

the flow while the latter enters the computation in a similar fashion to that of93

pressure in incompressible flows [43].94

In this context, we propose a one-fluid fully Eulerian approach to the numer-95

ical simulation of multiphase low-Mach number flows, based on the solution of96

a low-Mach number asymptotic formulation of the compressible Navier-Stokes97

equations. For the reconstruction and subsequent advection of the interface98

between the compressible and incompressible phases, we adopt an algebraic99

Volume-of-Fluid method (MTHINC [34]). However, the mathematical and nu-100

merical framework can be extended in a straightforward manner to any kind101

of interface capturing and tracking technique based on the sharp interface ap-102

proach. The proposed method is implemented in the frame of the pressure-103

correction methods, taking advantage of a Fast-Fourier-Transform (FFT) based104

solver for the Poisson equation governing the second-order-pressure of the flow.105

The effect of the surface tension is accounted for by using the continuum sur-106

face force (CSF) model by Brackbill [45]. The implementation is built upon107

an extensively validated code for the simulation of incompressible flows. The108

solver uses second order finite difference schemes for space discretization on109

a fixed Eulerian grid and a second order of accuracy Adams-Bashforth time-110

marching algorithm [46, 47, 12, 48]. While providing detailed and complete111

description of the theoretical approach together with information about the nu-112

merical technique and implementation details, we highlight how the first order113

pressure p0 should be computed in order to ensure mass conservation of the114
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compressible phase and how to ensure that the constrain on the velocity diver-115

gence is correctly imposed. Because of its numerical efficiency, we believe that116

this approach is one of the most promising to efficiently address the simulation117

of multiphase, low-Mach number flows, in particular when one of the two phases118

can be assumed to be incompressible.119

2. Governing equations120

This section provides the derivation of the monolithic system of partial dif-

ferential equations that governs the flow of two immiscible viscous fluids, one

being compressible, the other being incompressible, e.g. a liquid-gas system.

The regions of space occupied by the gas and the liquid phase, Ωg(t) and Ωl(t),

are assumed to be separated by a zero-thickness and time-evolving interface,

S(t) = Ωg(t)
⋂

Ωl(t). A phase indicator function, H(x, t), is defined to distin-

guish between the two phases,

H(x, t) =

1 if x ∈ Ωg(t),

0 if x ∈ Ωl(t).

(1)

The dynamics of the liquid phase are assumed to be governed by the stan-121

dard, incompressible Navier-Stokes equations. Since the framework is well-122

established [29], details are omitted here. On the other hand, the compressible123

phase is assumed to evolve in the low-Mach number regime. The governing124

equations for a compressible, low-Mach number flow rely on a well-established125

framework too [44]. Nonetheless, the derivation of the low-Mach number model126

is presented in this section and in Appendix A to clarify the basic assumptions127

and range of validity of the monolithic approach presented in this paper.128

2.1. Governing equations for the compressible phase129

This subsection focuses on the compressible gas phase alone; all the quanti-

ties defined here refer only to the gas phase unless otherwise stated. In general,
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if compressibility is taken into account, a gaseous flow can be described by the

following Navier-Stokes and energy equations:

∂ρ

∂t
+∇ · (ρu) = 0, (2)

∂(ρu)

∂t
+∇ · (ρu⊗ u) = ∇ · τ −∇p+ fσ + ρg, (3)

∂(ρet)

∂t
+∇ · (ρuet) = ∇ · (τ · u) +∇ · (k∇T )−∇ · (pu) + (fσ + ρg) · u, (4)

p = ρRT, (5)

where u = (u, v, w), ρ and p are the fluid velocity, density and pressure, g is

the gravitational acceleration and k the thermal conductivity. The specific total

energy of the flow, et = e+ u · u/2, includes the specific internal energy, e, and

the specific kinetic energy, u · u/2. The Newton-Stokes constitutive relation is

assumed to hold, such that the viscous stress tensor is

τ = µ

[
(∇u +∇uT )− 2

3
(∇ · u)I

]
, (6)

with I the identity tensor and µ the dynamic viscosity. The effect of the surface

tension on the interfaces separating the incompressible and compressible phases

is modeled by a continuum surface force, (CSF) [45]:

fσ = σκδ(x− xs)n, (7)

where σ is the surface tension coefficient, κ the curvature of the interface and

n the unit normal on the interface pointing towards the compressible phase.

A delta function, δ(x − xs), is used in Eq. (7) to impose the force density, fσ,

only at the interface position xs. We consider here an ideal-gas with equation

of state (5). The parameter R is the specific gas constant, R = R/M, where

M is the molar mass of the gas and R = 8.314 J/(mol ·K) the universal gas

constant. Extending the model to deal with non-ideal equations of state, such as

the Van der Waals equation or cubic equations of state [49], is straightforward,
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as these terms will enter the thermodynamic derivatives. Nonetheless, for the

sake of simplicity, the discussion is limited to the use of Eq. (5). Moreover, we

assume a calorically-perfect gas, e.g. the constant-pressure and constant-volume

heat capacities, cp and cv, do not depend on the thermodynamic pressure and

temperature. Eq. (2)-(5) can be recast in non-dimensional form by setting as

independent reference scales the density, ρ̃, the pressure, p̃, the length, L̃, the

velocity, Ũ , together with the following derived quantities:

T̃ = p̃/(Rρ̃), t̃ = L̃/Ũ , ẽ = p̃/ρ̃, f̃ = ρ̃Ũ2/L̃.

The quantities above, T̃ , t̃, ẽ and f̃ are the reference temperature, time, specific

energy and force per unit volume. In addition, the reference values for the

thermal diffusion coefficient, heat capacities, dynamic viscosity, surface tension

coefficient and gravitational acceleration are denoted as k̃, c̃p, c̃v, µ̃, σ̃ and g̃.

Under the hypotheses specified above, the low-Mach number limit of Eq. (2) -

(5) can be derived by taking a single-scale asymptotic expansion in the limit of

small Mach numbers [44] of their non-dimensional form. The related procedure

is reported in details in Appendix A, while here we report the final form of the

governing equations for the compressible phase:

∂u

∂t
+ u · ∇u =

1

ρ

[
1

Re
∇ · τ −∇p2 +

fσ
We

]
+

g

Fr2
, (8)

∂T

∂t
+ u · ∇T =

T

p0

[
1

RePr
∇ · (k∇T ) +

γ − 1

γ

dp0

dt

]
, (9)

∇ · u =
1

p0

[
1

RePr
∇ · (k∇T ) +

1

γ

dp0

dt

]
, (10)

dp0

dt
=
γ

V

[
1

RePr

∫
S

k∇T · n dS − p0

∫
S

u · n dS

]
, (11)

p0 = Π ρT, (12)

where T is the temperature, Re = ρ̃Ũ L̃/µ̃ the Reynolds number, Pr = c̃pµ̃/k̃130

the Prandtl number, We = ρ̃Ũ2L̃/σ̃ the Weber number and Fr = Ũ/

√
gL̃ the131

Froude number. The parameter γ = c̃p/c̃v is the specific heat ratio of the gas132
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phase, whereas the constant Π is, by definition, Π = (ρ̃RT̃ )/p̃. In Eq. (11), the133

volume V denotes the overall volume of the spatial region occupied by the com-134

pressible phase, whereas the surface integrals are computed along the boundaries135

of the latter. Two different pressure terms appear in Eq.(8)-(12): the zeroth-136

order pressure, p0, and the second-order pressure, p2. The former, which can137

be referred to as thermodynamic pressure, is determined by the thermodynamic138

state of the flow, it is uniform across the spatial field and it is a function of the139

time only. The latter, conversely, enters the computation similarly to the pres-140

sure in incompressible flows (e.g. by imposing a prescribed value of the velocity141

divergence) and it is obtained as the solution of a Poisson equation, discussed in142

the following. It also worth remarking that, in the limit of small Mach number,143

the contribution of the viscous dissipation to the overall energy balance of the144

gaseous flow has been neglected. As addressed also in Appendix A, this holds145

true under the hypothesis of sufficiently high Reynolds number.146

2.2. Final form of the governing equations147

Eq. (8), (9), (10), (11) and (12) hold only for the compressible gas phase;

these are coupled with those for the incompressible fluid by employing the phase

indicator function defined in Eq. (1). Hence, a monolithic system of equations

can be obtained, describing at the same time the dynamics of both the com-

pressible and incompressible phases. For convenience, the system is written in

dimensional form,

∂u

∂t
+ u · ∇u =

1

ρ
(∇ · τ −∇p2 + fσ) + g, (13)

∂T

∂t
+ u · ∇T =

1

ρcp

[
∇ · (k∇T ) +

dp0

dt
H

]
, (14)

∇ · u =
1

p0

[
γg − 1

γg
∇ · (k∇T )− 1

γg

dp0

dt

]
H, (15)

dp0

dt
=
γg
Vg

(
γg − 1

γg

∫
S

k∇T · n dS − p0

∫
S

u · n dS

)
, (16)

p0 = ρRT. (17)
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Equations (13)-(17) are consistent with those reported in Daru et al. [50]. The

coefficients cp, k and µ in Eq. (13)-(17) should be intended as the heat capacity

at constant pressure, thermal conductivity and dynamic viscosity of the bi-phase

flow, respectively, whereas the parameter γg, which is meaningful for the gas

phase only, is taken as a constant, γg = cp,g/cv,g. These quantities, k, Cp and

µ, are computed, together with the density of the flow, ρ, by using the phase

indicator function, H:

ρ = ρgH + ρl(1−H), (18)

cp = cp,gH + cp,l(1−H), (19)

k = kgH + kl(1−H), (20)

µ = µgH + µl(1−H), (21)

where the subscripts “g” and “l” refer to the physical parameter of the gas148

and liquid phases, respectively. While Eq. (13) - (15) hold for both the phases,149

Eq. (16) - (17) are meaningful for the compressible one, only. In particular,150

Eq. (15) reduces to ∇ · u = 0 in the liquid regions, where H = 0.151

As shown in Eq. (A.11), the zeroth-order pressure, p0, is uniform inside

each region occupied by the compressible phase. In each of these regions, the

value of p0 is determined by the constitutive law for ideal gases (17), while

its temporal rate of change is set by the energy balance provided by Eq. (16).

In particular, the surface integrals appearing in Eq. (16) are computed over

the interface, S, that separates the compressible and incompressible regions

and, where necessary, over the boundaries of the computational domain. For

numerical integration purposes, it is more convenient to reformulate Eq. (16) in

terms of volume integrals, by employing the divergence theorem:

1

p0

dp0

dt
=
γg
Vg

(
1

p0

γg − 1

γg

∫
Ω

H∇ · (k∇T ) dV −
∫

Ω

H∇ · u dV

)
, (22)

where the integrals are computed over the entire computational domain, Ω =152

Ωg
⋃

Ωl, and Vg is the volume of the spatial region filled by the gas phase, Ωg.153
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Eq. (22) can be derived by employing the change of variable, Vg = HV , with154

the related differential, dVg = HdV , being dH = 0 by definition of the phase155

indicator function [29].156

3. Numerical methodology157

The numerical solution of Eq. (13)-(17) is addressed on a fixed regular Carte-158

sian grid (e.g. using a uniform and equal spacing, ∆x = ∆y = ∆z), with a159

marker-and-cell arrangement of velocity and pressure points, whereas all scalar160

fields are defined at the cell centers. Hereafter, we present the numerical dis-161

cretization of the governing equations following the same order in which they162

are solved.163

3.1. Interface representation and advection164

The first step of each iteration of the time-marching algorithm consists in the

reconstruction of the interface between the two phases and its subsequent ad-

vection. As mentioned in the introductory section, we address both the aspects

in a fully Eulerian framework using the VOF method to distinguish between

each of the flow phases [1]. By a numerical point of view the indicator function

H, defined in Eq. (1), is updated on the computational grid by the following

advection equation:
∂Φ

∂t
+∇ · (uH) = Φ∇ · u, (23)

where the volume fraction, Φ, is defined as the average value of the color function

over a discrete computational cell of volume Vc = ∆x∆y∆z:

Φ =

∫
Vc

H(x, t) dVc. (24)

Coherently with the given definition of H in Eq. (1), the volume fraction satisfies165

Φ = 1 in cells occupied by the gas phase only, Φ = 0 in that filled only by the166

liquid and 0 < Φ < 1 in the cells containing the liquid-gas interface.167
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In the present work, we employ as VOF method the multi-dimensional tan-

gent of hyperbola for interface capturing method (MTHINC), originally devel-

oped by Ii et al. [34] and more recently applied to complex flows cases both in

laminar [12, 51, 52] and in turbulent conditions [48]. The description of this

VOF appraoch is not reported here as the present low-Mach algorithm is not

limited to a specific interface capturing/tracking method; additional details on

the MTHINC are provided in literature [34, 12]. Once the interface is recon-

structed, the advection step is performed using the standard directional splitting

approach, originally developed by Puckett et al. [53] and Aulisa et al. [32]. Note

that since there is no phase change, the one-fluid velocity is continuous and

well-defined across the interface, therefore it can be employed as interface ve-

locity in (23). Nevertheless, due to the thermal expansion/contraction in the

gas phase, u is not divergence free and, thus, the additional correction proposed

in [54] is employed. This consists in adding, after the three directional splittings,

a correction step proportional to the discrete velocity divergence:

Φn+1
i,j,k = Φ∗∗∗

i,j,k −∆tn+1Fni,j,k + ∆tn+1Φn+1
i,j,k (∇ · u)

n
i,j,k , (25)

where Φ∗∗∗
i,j,k is the volume fraction resulting from the directional splitting proce-168

dure, Fni,j,k represents the correction used in the standard directional-splitting169

method for a solenoidal advection velocity [34], and the last term represents170

a volume correction step that ensures that the non-zero velocity divergence is171

used to update Φn+1
i,j,k.172

Finally, the thermodynamic properties (ρ, µ, k and cp) are updated using173

the relations (18), (19), (20) and (21).174

3.2. Temperature equation and thermodynamic pressure175

The next step consists of the computation of the updated thermodynamic

pressure pn+1
0 and temperature Tn+1. This last quantity is advanced using a
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second-order Adams-Bashforth time-marching algorithm:

Tn+1 = Tn + ∆tn+1

[(
1 +

1

2

∆tn+1

∆tn

)
RTn −

(
1

2

∆tn+1

∆tn

)
RTn−1

]
. (26)

In the above, ∆tn+1 and ∆tn represent the time step at time levels n+ 1 and n.

The time step is chosen to fulfil the temporal stability requirements as explained

in section 3.4. The term RT is the right-hand side of the temperature Eq. (14),

provided below in a semi-discrete notation:

RTn = −un · ∇Tn +
1

ρn+1cn+1
p

[
∇ · (kn+1∇Tn) +

(
dp0

dt

)n
Φn+1

]
, (27)

where the rate of change of the thermodynamic pressure (dp0/dt)
n is computed176

from equation (22) using Tn. All the spatial terms in eq. (27) are discretized177

by second order central schemes, except for the temperature convection term.178

The discretization of the latter is based on the 5th-order WENO5 scheme as in179

reference [55].180

Next, the thermodynamic pressure is updated. Here, different strategies

are available. One possibility is to discretize (22) in time using for example

the Adams-Bashforth method. Another approach, proposed in [50], is to inte-

grate (22) in time to compute the new p0,

pn+1
0 = pn0 exp

(∫ tn+1

tn

1

p0

dp0

dt

∣∣∣∣n+1

dt

)
(28)

Nevertheless, both approaches are not built to satisfy as a key requirement the

mass conservation of the compressible phase at a discrete level. When the gas

density changes, the mass conservation cannot be fulfilled by the simple color

function advection, which is only designed to ensure volume conservation. To

overcome this issue, we adapt to our multiphase configuration the approach

proposed by Motheau et al. [56] for combustion problems and more recently

adopted by Demou et al. [57] for non-Boussinesq gravity currents. In this case,

the calculation of pn+1
0 is performed by integrating the gas density equation (17)
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over the entire gas volume Vg,

pn+1
0 =

Mg,t=0∫
Vg

n+1

1

RTn+1
dV n+1

g

. (29)

If the system is closed or periodic and no phase change occurs between the

two phases, the gas mass is a constant, e.g., Mn+1
g = Mg,t=0, and can be pre-

computed at the beginning of the simulation. At each time-step, p0 is computed

from equation (29) to satisfy exactly mass conservation of the compressible

phase, and it therefore varies according to the global thermal expansion or

contraction of the compressible phase. Note that the gas volume V n+1
g over

which Eq. (29) is integrated can be approximated as

V n+1
g =

Nx∑
i=1

Ny∑
j=1

Nz∑
k=1

Φn+1
i,j,k∆x∆y∆z, (30)

where Nx, Ny and Nz are the number of grid points along the x, y and z181

directions.182

3.3. Flow solver183

In order to impose that the velocity field un+1 satisfies the divergence con-

straint given by Eq. (35), a pressure-correction scheme based on the Adams-

Bashforth method is employed and summarized below in semi-discrete notation:

u∗ = un + ∆tn+1

[(
1 +

1

2

∆tn+1

∆tn

)
RUn −

(
1

2

∆tn+1

∆tn

)
RUn−1

]
, (31)

∇ ·
(

1

ρn+1
∇pn+1

2

)
=

1

∆tn+1

[
∇ · u∗ −∇ · un+1

]
, (32)

un+1 = u∗ − ∆tn+1

ρn+1
∇pn+1

2 , (33)

where u∗ is the predicted velocity. The right-hand side RUn is computed as:

RUn = −un · ∇un +
1

ρn+1

[
∇ · τ (µn+1,un) + fn+1

σ + ρn+1g
]
, (34)
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where both the convection and diffusion terms are discretized by central schemes.

More specifically, the former is discretized in divergence form as ∇·(uu)−u∇·u
whereas the latter is treated in a fully conservative form. The surface normal

vector n and the curvature κ are obtained directly from the corresponding def-

initions, e.g., n = ∇Φ/|∇Φ| and κ = ∇ · n, where the color function gradients

are estimated directly with Youngs’ method [58, 59]. Finally, the divergence

constraint in Eq. (32) is computed directly as

∇ · un+1 =

[
1

pn+1
0

γg − 1

γg
∇ · (kn+1∇Tn+1)− 1

γg

(
1

p0

dp0

dt

)n+1
]

Φn+1. (35)

Note that the evaluation of the term (dp0/dt)
n+1/pn+1

0 in (35) is performed184

directly with equation (22) using Tn+1, kn+1 and Φn+1.185

3.3.1. Pressure equation186

A key feature of any two-fluid solver is the ability to impose accurately187

and efficiently the divergence constraint on the velocity field, this task being188

directly related to the numerical procedure used to solve the pressure equation,189

Eq. (32). A possible approach is based on the use of iterative multigrid solvers.190

Despite the success and the widespread use of these solvers, the solution is not191

exact, but satisfied up to a controlled tolerance, usually of the order ε = 10−7 -192

10−8. Moreover, since the coefficients of the Poisson equation vary in space,193

the system matrix must be recomputed at each time-step. Alternatively, when194

the pressure boundary conditions are homogeneous [60], a possible solution is to195

transform Eq. (32) into a constant coefficient equation and apply the method of196

the eigenexpansion [61, 62] to solve the pressure equation exactly with spectral197

accuracy. The resulting pressure equation is still to be solved in an iterative198

manner starting with an initial guess. Different methods based on the latter199

approach are available in literature, the main difference being how the variable200

coefficient pressure equation is recast into a constant coefficient problem. In the201

following, we review two of these methods, that have been recently proposed202

and designed to efficiently solve in an iterative manner the Poisson equation203
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with the method of eigenexpansion. It should be noted that, these methods204

have been successfully implemented in numerical codes that share with our one205

a similar parallelization strategy based on the 2DECOMP&FFT [63] library.206

Finally, we will introduce a new methodology that proves to be more efficient and207

suitable for two-phase flows with capillary effects and sharp gradients between208

the two phases.209

• Method I: this method has been proposed by Motheau and Abraham [56].

It is designed for low-Mach number reactive flows, aiming at decreasing

the number of iterations of the previously developed FFT-based solvers

for combustion applications. The methodology consists in a semi-implicit

approach that first requires an iterative procedure to solve the following

constant coefficient Poisson equation:

∇2ps+1
2 = ∇ ·

[(
1− ρ̃n+1

0

ρn+1

)
∇ps2

]
+

ρ̃n+1
0

∆tn+1

(
∇ · u∗ −∇ · un+1

)
, (36)

where, ps+1
2 and ps2 are the hydrodynamic pressure at two subsequent

iterations and ρ̃n+1
0 is the minimum value of ρn+1 over the computational

domain. After the iterative loop to compute pn+1
2 , a modified correction

step is applied:

un+1 = u∗ −∆tn+1

[
1

ρ̃n+1
0

∇pn+1
2 +

(
1

ρn+1
− 1

ρ̃n+1
0

)
∇pn+1,q

2

]
, (37)

where pn+1,q
2 is the second-to-last hydrodynamic pressure of the iterative210

procedure at the new time-level. The main advantage of this method is211

the ability to effectively impose the velocity divergence up to machine212

accuracy, by setting a residual threshold to solve Eq. (36) to εt = 10−6 −213

10−8, being the residual ε = ||ps+1
2 − ps2||). Nevertheless, we find that214

using this approach in the case of a rising bubble (see section 4.2), the215

number of iterations required to achieve convergence is of the order of one216

hundred.217
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• Method II: this approach, proposed by Bartholomew and Laizet [64] and

designed for non-Boussinesq gravity currents, is based on the rearrange-

ment of Eq. (32) as a constant coefficient Poisson equation:

∇2ps+1
2 = ∇2ps2 + ρ̃

[
1

∆tn+1

(
∇ · u∗ −∇ · un+1 −∇ · 1

ρn+1
∇ps2

)]
, (38)

where ps+1
2 and ps2 are the hydrodynamic pressure at two subsequent iter-218

ations. Eq. (38) is solved in an iterative manner until convergence. After219

that, the correction step (33) is performed to obtain the new velocity field220

un+1. The modified density ρ̃ is taken as the harmonic mean between ρl221

and ρg, as suggested by the authors to improve convergence. To satisfy222

the divergence constraint up to machine accuracy, the threshold residual223

should be set to εt = 10−12. In section (4.2) we will show that this ap-224

proach requires a lower number of iterations than the previous one, but225

still higher than the one we are going to present next.226

• Method III: the basic idea behind this third approach, proposed here,

is to rearrange the Poisson equation into a constant-coefficient form by

employing the correction step (33):

1

ρn+1
∇2pn+1

2 +∇
(

1

ρn+1

)
· ∇pn+1

2 =
1

∆tn+1

(
∇ · u∗ −∇ · un+1

)
,

∇2pn+1
2 − 1

ρn+1
∇ρn+1 · ∇pn+1

2 =
ρn+1

∆tn+1

(
∇ · u∗ −∇ · un+1

)
.

(39)

Using the vector calculus identity ρ∇ · u = ∇ · (ρu) − u · ∇ρ, we finally

rewrite Eq. (39) as:

∇2pn+1
2 =

1

∆tn+1

[
∇ · (ρn+1u∗)− ρn+1∇ · un+1 − un+1 · ∇ρn+1

]
(40)

+
1

∆tn+1

[(
un+1 − u∗ +

∆tn+1

ρn+1
∇pn+1

2

)
· ∇ρn+1

]
︸ ︷︷ ︸

= 0 due to Eq. (33)

.

As pn+1
2 and un+1 are both unknown, we solve Eq. (40) together with227
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Eq. (33) by an iterative loop, as reported in the pseudocode 1. Two228

interesting features emerge when using this method. First, the constant-229

coefficient Poisson Eq. (40) is an equivalent and exact formulation of its230

variable counterpart (32), derived using the correction step (33). This231

represents a major difference with respect to the previous two methods,232

Eq. (36) and (38), which are only a consistent but not exact recast of233

Eq. (32). Second, this method allows us to define and control the residual234

of the iterative procedure on the basis of the velocity divergence, which235

represents the constraint to be imposed on the flow field. These two ad-236

vantages come at the cost of performing a correction step for each iteration237

of the loop. Nevertheless, the additional computational cost is more than238

compensated by the lower numbers of iterations required to achieve con-239

vergence as the solution of the Poisson equation is often the most expensive240

part in standard two-fluid solvers. As we will show in the result section,241

this approach requires a significantly lower number of iterations.242

Algorithm 1 Solution of the pressure equation with Method III

1: s = 0,

2: us = u∗,

3: ε = aεt with a > 1.

4: while ε > εt do

5: s = s+ 1,

6: ∇2ps+1
2 = 1

∆tn+1

[
∇ ·
(
ρn+1u∗)− ρn+1∇ · un+1 − us · ∇ρn+1

]
,

7: us+1 = u∗ − ∆tn+1

ρn+1 ∇ps+1
2 ,

8: ε =

Nx∑
i=1

Ny∑
j=1

Nz∑
k=1

||∇ · us+1
i,j,k −∇ · un+1

i,j,k||.

9: end while

10: pn+1
2 = ps+1

2 ,

11: un+1 = us+1.

The proposed methodology is outlined in the pseudocode 1 where the iterations243

are performed until ε ≤ εt, is satisfied. The residual ε is computed with a244

summation over the whole computational domain whereas the threshold value εt245
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is chosen considering the trade-off between the number of iterations required to246

achieve convergence and the minimization of the residual error. Unless otherwise247

stated, in the present work, εt equal to 10−14 has been set in order to impose the248

divergence constraint on the final velocity field, un+1, with machine precision.249

It should be also noted that the first two terms of Eq. (40) do not vary over250

the solution cycle and can be pre-computed just before the iterative procedure251

to reduce the execution time, whereas the last term, us · ∇ρn+1 needs to be252

updated at every iteration of the pressure-correction loop.253

Note that an additional possibility to efficiently solve (32) in one single it-254

eration would be to employ the approach described in Method I and instead255

of solving iteratively equation (36) and (37), set ps+1
2 = pn2 and compute ps2256

with a linear extrapolation, i.e, ps2 = 2pn2 − pn−1
2 , as already employed for in-257

compressible two-phase simulations [65]. As shown in the result section 4.2, we258

obtain identical results when the ratio between the initial liquid and gas tem-259

perature is moderate, while we observe deviations from the exact solution for260

higher temperature ratios. As also observed in [56], we attribute this error to261

the approximation of ps2 with a linear extrapolation, which becomes inaccurate262

as the temperature gradients between the phases increase.263

Before proceeding to the discussion of the validation cases, it is worth men-264

tioning that the proposed mathematical and numerical framework can be natu-265

rally extended to any interface capturing and tracking method consistent with266

the sharp-interface definition of the phase indicator function as in Eq. (1), e.g.267

Volume-of-Fluid, Level-set and Front-Tracking methods. Furthermore, as also268

in different implementations of the diffuse interface approach (e.g. phase field269

models based on the Cahn-Hilliard and Cahn-Allen equations) the numerical270

procedure is typically based on the solution of a variable coefficient Poisson271

equation, we believe that the methodology proposed here can be helpful also to272

generalize the phase field theory in a low-Mach number framework.273
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3.4. Time step restriction274

The time step ∆tn+1 is estimated from the stability constraints of the overall

system:

∆tn+1 = C∆t min(∆tc,∆tσ,∆tµ,∆te)
n+1, (41)

where ∆tc, ∆tσ, ∆tµ and ∆te are the maximum allowable time steps due to

convection, surface tension, momentum diffusion and thermal energy diffusion,

respectively. These can be determined as suggested in reference [66]:

∆tc =

( |ux,max|
∆x

+
|uy,max|

∆y
+
|uz,max|

∆z

)−1

,

∆tµ =

[
max

(
µg
ρ̃mg

,
µl
ρl

)(
2

∆x2
+

2

∆y2
+

2

∆z2

)]−1

,

∆tσ =

√
(ρ̃mg + ρl) min(∆x,∆y,∆z)3

4πσ
,

∆te =

[
max

(
kg
ρ̃mg

,
kl

ρlcp,l

)(
2

∆x2
+

2

∆y2
+

2

∆z2

)]−1

,

(42)

where |ui,max| is an estimate of the maximum value of the ith component of the275

flow velocity and ρ̃mg is the minimum gas density computed over the computa-276

tional domain to account for the compressible effects. For the cases presented277

here, C∆t = 0.25 was found sufficient for a stable and accurate time integration278

and, unless otherwise stated, this value has been employed for the validation279

cases.280

4. Validation and testing281

In order to validate and test the proposed numerical approach, five dif-282

ferent flow configurations are considered, denoted C1a, C1b, C2, C3, C4 and283

C5. The first two simulations, C1a and C1b, reproduce the two-dimensional284

flow originating in a fluid system made of alternating gaseous and liquid bands285

at different initial densities and temperatures confined in a periodic, free-slip286

channel. We believe that these test cases are particularly significant to highlight287
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Re We Fr Pr ρl/ρ̃g,r µl/µ̃g,r cp,l/c̃p,r kl/k̃g,r

4.1 1 ∞ ∞ 1 varied 20 4.186 20
4.2 35 1 1 0.7 varied 10 4.186 20
4.3 125 0.125 1 0.7 10 10 4.186 20
4.4 200 ∞ ∞ 8.92 5 20 4.186 20
4.5 4000 889 4 1.49 10 1 4 1

Table 1: Physical dimensionless parameters of the fluids for cases C1a, C1b, C2, C3, C4
and C5 : the Reynolds number, Re, the Weber number, We, the Froude number, Fr, the
Prandtl number Pr, the density ratio ρl/ρ̃g,r, viscosity ratio, µl/µ̃g , thermal conductivity

ratio, kl/k̃g , specific heat capacity ratio at constant pressure, cp/c̃p,g . The subscript, “l”,
refers to the liquid phase and the subscript “g, r” to the reference value in the gas phase.
Unless otherwise stated, the dimensionless group ΠP is set equal to 1 for all the case.

the capabilities of the proposed numerical methodology. The third simulation,288

C2, reproduces a two-dimensional gas bubble rising in an incompressible liquid289

medium and is used as a quantitative validation against a reference case from290

archival literature. We select this test case in order to perform the comparison291

among the different methods analyzed in section 3.3. The previous setup is also292

used to study the flow in the presence of three rising bubbles, case C3. The293

fourth test case, C4, reproduces a time-evolving, plane mixing layer originating294

between two streams at different temperatures and opposite velocities. One of295

the streams is assumed to be compressible, the other being incompressible. The296

effect of the temperature gradients on the temporal evolution of the mixing layer297

is fully described by means of the low-Mach number asymptotic approach, tak-298

ing into consideration thermal diffusion as well as density gradients in the flow.299

The final test case, C5, considers a three-dimensional turbulent bubble-laden300

flow in a vertical channel, where the flow is heated and cooled by the channel301

walls. Two simulations are carried out: one where the gas phase is incompress-302

ible and one where it is compressible. Differences in the bubble distribution303

inside the domain are documented below.304

4.1. Expansion of gas bands enclosed by an incompressible medium305

The test case C1 reproduces the two-dimensional, isochoric (C1a) and iso-306

baric (C1b) transformation of a compressible gas band enclosed within an incom-307

pressible liquid medium. All the quantities are provided in the non-dimensional308
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frame, the reference values and the simulation parameter being reported in ta-309

ble 1. The domain is rectangular and extends, in non-dimensional units, for310

Lx/L̃ = 4 and Ly/L̃ = 0.5, L̃ being the reference length scale. The domain311

is discretized using Nx × Ny = 128 × 16 nodes. Free-slip boundary conditions312

are applied to the lower and upper edges of the computational domain while an313

adiabatic, zero-gradient boundary condition is prescribed to the temperature314

equation. A periodic boundary condition is applied along the x direction. The315

isochoric case, C1a, considers a rectangular gas band of width b/L̃ = 1 that316

splits the domain into two parts filled by an incompressible liquid. The band317

is initially centred around the axial position xc/L̃ = 3 and extends over the318

whole domain in the y direction. The geometrical configuration of the problem319

is provided in Fig. 1(a). The ratio of the gas to the liquid temperature is ini-320

tially fixed to (Tg/Tl)i = 5/6. The initial temperature and density fields are321

uniform over each band, the only discontinuities being located on the liquid-gas322

interface. Fig. 1 provides also the temporal evolution of the thermodynamic323

pressure for the gas phase together with a plot of the density, temperature and324

volume fraction as a function of the axial position, x/L̃, at four different time325

instants. As a result of the initial temperature gradient, a heat flux develops326

from the liquid region towards the gas band. The temperature of the latter327

increases as shown in Fig. 1(b), while its density decreases as can be observed328

in Fig. 1(c). It should be noted that, the prescribed boundary conditions do329

not allow any volume change of the gas region. Hence, the transformation is330

isochoric, the volume fraction field remains unchanged and the gas band does331

not change the position of its centroid neither its boundaries during the tran-332

sient as can be seen in Fig. 1(d). In these conditions, the energy transfer to the333

gas band enforces the thermodynamic pressure to progressively increase until a334

uniform temperature field is established over the entire domain. At this point,335

the thermodynamic pressure settles to a constant value.336

In the second test case, C1b, we address the simulation of the isobaric con-337

traction and expansion of two separated gaseous bands enclosed within an in-338

compressible liquid medium. The domain size, discretization and boundary con-339
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Figure 1: a) Schematic of the computational domain and initial conditions for the test case
C1a. b) Non-dimensional thermodynamic pressure, p0/p̃, in the gas regions as a function of the
non-dimensional time, t/t̃. c) Non-dimensional temperature, T/Tl,i, computed on the middle-

line of the domain as a function of non-dimensional coordinate x/L̃. d) Non-dimensional
density, ρ/ρl,i, computed on the middle-line as a function of x/L̃. e) Volume fraction, Φ,

computed on the middle-line as a function of x/L̃. The temperature, density and volume
fraction curves are provided for four different time instants, t/t̃ = 0.001, t/t̃ = 0.01, t/t̃ = 0.1
and t/t̃ = 1, t̃ being the reference time scale.

ditions are unchanged and similarly for the fluid parameters which are provided340

in table 1. The initial configuration of the fluid system is provided in Fig. 2(a).341

Initially, the two rectangular gas bands extend over a length b/L̃ = 1 along the342
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Figure 2: a) Schematic of the computational domain and initial conditions for the test case
C1b. b) Thermodynamic pressure, p0/p̃, in the gas regions as a function of the non-dimensional
time, t/t̃. c) Temperature, T/Tl,i, as a function of x/L̃. d) Density, ρ/ρl,i, as a function of

x/L̃. e) Volume fraction, Φ, as a function of x/L̃. The temperature, density and volume
fraction are provided for four different time instants, t/t̃ = 5, t/t̃ = 10, t/t̃ = 15 and t/t̃ = 20.

x direction, separated by an incompressible liquid. The left-side band centroid343

is located at the axial position xc1/L̃ = 1 while the right-side band is centered344

around xc2/L̃ = 3. The ratio between the initial gas and liquid temperatures345

is set to (Tg,1/Tl)i = 4/3 for the left-side band and to (Tg,2/Tl)i = 2/3 for the346
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right-side region. The initial temperature and density fields are uniform over347

each of the five different regions composing the fluid system. The initial ther-348

modynamic pressure is the same in the two gaseous regions. Fig. 2(c) and 2(d)349

provide the temperature and the density fields as a function of x/L̃ at four350

different time instants. The colder, right-side, band absorbs energy from the351

surrounding liquid medium while the hotter band on the left-side releases en-352

ergy to the surrounding fluid. Hence, we observe the expansion of the colder353

gas band, simultaneously with the equivalent compression of the hotter gas, as354

shown in Fig. 2(e) providing the volume fraction as a function of x/L̃ at four355

different time instants. The volume of the liquid region included between the356

two gaseous bands cannot change; however, due to the periodic boundary con-357

dition along the x direction, the liquid fluid can move from the right to left358

side of the domain. The two bands do not change the position of their center359

of mass during the expansion and contraction. Since in this case the volume360

of each band can vary freely, the transformation is isobaric as can be seen in361

Fig. 2(b). Even if we cannot provide an analytical solution for the cases C1a362

and C1b, we believe that their numerical outcomes clearly show the capability363

of the method to account for heat transfer, density and temperature gradients364

as well as for compressibility effects in both isobaric and isochoric conditions in365

the low-Mach number regime.366

The outcome of a spatial convergence study for test case C1b is provided367

in Fig. 3. The figure displays the volume fraction, Φ, as a function of x/L̃ at368

time t/t̃ = 15, computed using four different resolutions. These grid spacing are369

obtained scaling the base computational grid (128×16 nodes) by the factors 0.5,370

1.0, 2.0 and 3.0, corresponding to 64× 8, 128× 16, 256× 32 and 384× 48 nodes371

along the x and y directions. Only minor differences can be observed between372

the results obtained with the highest and lowest grid resolutions. Hence, the373

base computational grid, 128× 16, is suitable for both test cases C1a and C1b.374
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Figure 3: Volume fraction, Φ, as a function of x/L̃, evaluated at time t/t̃ = 15, computed
using four different grid resolutions: N/2, N , 2N and 3N , where N refers generically to the
number of grid nodes per direction (x and y).

4.2. Rising bubble375

The test case C2 addresses the simulation of a two-dimensional rising bubble

flow. A circular gaseous bubble of initial density ρg and temperature Tg is

immersed in a liquid fluid with a higher, constant density, ρl, and temperature,

Tl. Both the temperature and the density fields are initially uniform within the

bubble and the liquid phase while a discontinuity exists across the interface.

The initial configuration is displayed in Fig. 4. The rectangular computational

domain extends, in non-dimensional units, for Lx/L̃ × Ly/L̃ = 1 × 2. The

domain is discretized using Nx × Ny = 128 × 256 nodes. The initial bubble

diameter is di/L̃ = 0.5 while the bubble center is initially located at Xc,i/L̃ =

(0.5, 0.5). A no-slip and no-penetration boundary condition is prescribed to the

momentum equation along the lower and the upper edges of the domain while

a zero-gradient boundary condition is applied to the temperature equation. A

periodic boundary condition is prescribed along the x direction. The physical

parameters of the fluids are provided in table 1. We report the results of five

different test cases with different initial temperature ratios, (Tl/Tg)i = 1, 1.2,
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Figure 4: Schematic of the computational domain and initial configuration used for the rising
bubble simulation.

1.5, 2 and 3, and corresponding density ratios, (ρl/ρg)i = 10, 8.33, 6.67, 5 and

3.33. We use as output quantities the center of mass of the bubble and the

bubble rising velocity. The bubble centroid is defined as

Xc = (xc, yc) =

∫
Vg

ρgxdVg∫
Vg

ρgdVg

. (43)

In a similar fashion, the bubble rising velocity is defined as the mean velocity

with which the gas phase is moving,

Uc = (uc, vc) =

∫
Vg

ρgudVg∫
Vg

ρgdVg

. (44)

In both expressions, the gas volume Vg is approximated using equation (30).376

Fig. 5 displays the vertical position of the bubble centroid, yc(t)/L̃, and the377

vertical component of the bubble rising velocity, vc(t)/Ũ , versus time, t/t̃, for378

each of the initial temperature ratios given above. In the isothermal case the379

initial temperature field is uniform over the entire domain, (Tl/Tg)i = 1, and380
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Figure 5: Rising bubble: vertical position of the bubble centroid, yc(t)/L̃, and vertical com-
ponent of the bubble rising velocity, vc(t)/Ũ , versus time, t/t̃ for a density ratio in the incom-
pressible reference case equal to 10

the density ratio is set to (ρl/ρg)i = 10. The results of the present simulation381

are compared with that obtained by Hysing et al. [67]. As the density ratio,382

(ρl/ρg)i, is decreased, the rising velocity of the bubble is initially lower than383

in the isothermal case due to the lower buoyancy force exerted by the liquid384

on the gas bubble. Nonetheless, the thermal diffusion reduces progressively385

the temperature gradient between the two phases. The bubble heats-up and386

the density ratio, ρl/ρg, increases. As a result, after an initial transient, the387

terminal bubble rising velocity tends to settle to the same regime velocity as388

that of the isothermal case, independently of the initial density ratio, (ρl/ρg)i.389

Clearly, the initial differences in the rising velocities lead to an offset in the390

position of the bubble centroid.391

This case is then repeated at a density ratio equal to 50 (in the incompressible392

cases) and for two different initial temperature ratios, (Tg/Tl)i = 1.0 and 3.0,393

while keeping fixed the other dimensionless parameters, see table 1. The results,394

reported in figure 6, are qualitatively similar to those at lower density ratio (same395

rising velocity and offset of the bubble centroid), but given the larger initial396

density difference, the change of the buoyancy forces due to compressibility397
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effects is less.398

Figure 6: Rising bubble: vertical position of the bubble centroid, yc(t)/L̃, and vertical com-
ponent of the bubble rising velocity, vc(t)/Ũ , versus time, t/t̃ for a density ratio in the incom-
pressible reference case equal to 50.

As mentioned in section 2.2, an alternative and efficient way to solve the399

Poisson equation in one iteration is to employ the time-pressure splitting [65].400

Here, we compare this with the iterative method proposed in the current work401

for the case of the rising bubble considering three different initial temperature402

ratios. The results are reported in figure 7: for the incompressible case, direct403

and iterative solvers yield to the same numerical solution. This is confirmed also404

for intermediate (Tl/Tg)i, while we observe deviations in the rising velocity v/Ũ405

for the case (Tl/Tg)i = 3 . As mentioned in 2.2, we attribute this deviation to406

the approximation of ps2 in the time-splitting approach, which becomes less and407

less accurate as thermal gradients become sharper, independently of the density408

ratio. In fact, when we increase (Tl/Tg)i, the velocity divergence increases due409

to higher thermal gradients at the interface, determining steep time-variation of410

the thermodynamic pressure pth. As already discussed in [56], this results in a411

poor calculation of ρ0 in equations (36), (37) and ultimately leads to inaccurate412

results.413

To conclude the analysis of this test case, we compare the three methods414
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Figure 7: Comparison of the proposed iterative method (Method 3) and the time-splitting
approach to solve the Poisson equation. The density ratio of the incompressible reference case
is 10 for 3 temperature ratios, (Tl/Tg)i = 1.0− 1.5− 3.0.

presented in section 3.3 in terms of number of iterations needed to solve the415

Poisson equation. Since the three methods require different tolerances to satisfy416

the divergence constraint with the same accuracy, we set εt = 10−8 for Method417

1 and ε = 10−11 for Method 2 and 3 for a fair comparison. Using these different418

thresholds, εt, leads to similar values of the residual (below 10−14), computed419

as the difference between the velocity divergence and its constraint according to420

Eq. (35). For what concerns Method 3, and only for this case, we compute the421

residual ε on the pressure between two consecutive iterations and not on the422

velocity divergence. Once again, this choice is motivated by a fair comparison423

with the other two methods. Indeed, for Method 1 and Method 2, the residual424

based on the pressure p2 is the only possible choice being the correction step425

performed only at the end. The results provided in Fig. 8 clearly show that the426

current approach, Method 3, requires a number of iterations between 1.5 and 3427

times lower than that of Method 1 and Method 2 to achieve a full convergence.428

As mentioned above, we attribute this faster convergence to the exact way429

we recast the variable-coefficient Poisson equation into a constant-coefficient430

problem using directly the correction step.431

30



Figure 8: Number of iterations required to solve the pressure Poisson equation for the rising
bubble test case as a function of time t/t̃. The data are obtained using the methods by
Bartholomew and Laizet [64], Motheau and Abraham [56] and the present method. We

consider the case (Tl/Tg)i = 1.2 (e.g., (ρl/ρg)i = 8.33. The reference time scale t̃ =
√
d0/g.

4.3. Multiple rising bubbles432

In this section, we consider the same configuration adopted in the previous433

test case to study the flow in the presence of three compressible bubbles, rising in434

an incompressible liquid. The bubbles have the same initial diameter, di and are435

initially at rest in a rectangular domain of dimensions Lx/L̃×Ly/L̃ = 7.2×12.8,436

being the reference length L̃ = di. The initial position of the bubble centroids437

are set to (Xc,1/L̃)i = (1.8, 1.25) for Bubble n.1, (Xc,2/L̃)i = (3.6, 1.25) for438

Bubble n.2 and (Xc,3/L̃)i = (5.4, 1.25) for Bubble n.3. The initial temperature439

and density of the liquid phase are Tl and ρl, respectively. In order to highlight440

the compressibility effects, the three bubbles are initialized at three different441

temperatures, (Tg,1/Tl)i = 1.5, (Tg,2/Tl)i = 1.0 and (Tg,3/Tl)i = 0.75 as re-442

ported on the left panel of Fig. 9. In order to avoid bubble coalescence and443

merging, we consider a limited Weber number We = ρmg,0Ũ
2d0/σ̃ = 0.125 and444

we set the Reynolds number Re = ρmg,0Ũd0/µg = 125, where Ũ =
√
|g|d0 and445

ρmg,0 is the minimum initial gas density. The Prandtl number Pr = µgkg/cp,g446

is set to 0.7. All the other dimensionless parameters are kept the same as in447
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Figure 9: Position of the three rising bubbles at t/t̃ = 0 (left panel) and for t/t̃ > 0
(right panel). The interface position is taken from the grid points where Φ = 0.5
and the bubble contour are plotted with at the dimensionless physical time t/t̃ =
{0, 1.5, 3.0, 4.5, 6.0, 7.5, 9.0, 10.5, 12.0, 13.5}, with the reference time scale being t̃ =√
d0/|g|.

Figure 10: Averaged gas temperature (left panel) and averaged gas density of the three bubbles
(right panel) versus non-dimensional time. The initial temperature and density of Bubble n.2
are taken as a reference temperature, Tiso, and density, ρiso. The reference time scale is
t̃ =

√
d0/|g|.

the previous case and are reported in table 1. Since the system is closed and448

thermally isolated, once the bubbles start to rise, the heat transfer exchanged449

among each other and with the liquid medium drives them towards the thermal450

equilibrium. In detail, Bubble n.1 starts to cool down, Bubble n.2 maintains an451
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Figure 11: Normalized vertical velocity of the bubbles versus time. The reference velocity
scale is Ũ =

√
|g|d0 while the reference time scale is t̃ =

√
d0/|g|.

almost constant average temperature, whereas Bubble n.3 is heated up. As a452

result and owing to the variation of the thermodynamic pressure, the first bub-453

ble contracts increasing its mean density, the third bubble expands decreasing454

its mean density, whereas the second one slightly expands mainly due to the455

variation of the thermodynamic pressure. As shown in Fig. 10, after t/t̃ ≈ 6,456

being t̃ =
√
d0/|g|, the thermal equilibrium is globally reached and the mean457

temperature and density remain approximately constant for the three bubbles.458

Fig. 11 provides the mean vertical velocity of the centroid of each bubble.459

The initial expansion and contraction of the bubbles affects the vertical com-460

ponent of their rising velocities computed as in Eq. (44). In particular, until461

t/t̃ ≈ 1.8, all the three bubbles move with a comparable vertical velocity. After462

this initial stage, the third bubble starts to accelerate and arrives first at the463

top wall, whereas the first one starts to decelerate and moves along the vertical464

direction at an almost constant speed. On the other hand, the second bubble465

accelerates towards the top wall, but at a lower rate than the third one. The466

physical explanation for this behavior relies in the modification induced by the467

initial expansion and contraction stage of the bubbles, which determines an468

increase of the buoyancy forces for Bubble n.3 and a reduction for Bubble n.1.469
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4.4. Mixing layer470

As a final test case, C4, the numerical simulation of a two-dimensional, tem-471

poral mixing layer is addressed. This considered flow configuration develops472

in the region between two counter-directional flows, one of them being com-473

pressible, the other incompressible. The streams move with opposite velocities,474

Ug and Ul. In these conditions, a Kelvin-Helmholtz instability promotes the475

formation of well-defined coherent vortices in the region separating the two476

streams. The latter enhance micro-mixing and molecular diffusion promoting477

the exchange of momentum and energy between the opposite streams. The com-478

putational domain consists of a square box of unit size, Lx/L̃× Ly/L̃ = 1× 1,479

discretized using Nx × Ny = 512 × 512 nodes. In the lower part of the com-480

putational domain, 0 < y/L̃ ≤ 0.5, the incompressible flow moves from the481

right to the left while in the upper part of the domain, 0.5 < y/L̃ ≤ 1, the482

compressible stream moves in the opposite direction. A no-slip boundary con-483

dition is prescribed to the momentum equation along the top and bottom sides484

of the domain while a zero-gradient, adiabatic boundary condition is assigned485

to the temperature equations along the same boundaries. Periodic boundary486

conditions are applied to all quantities along the flow direction, x.487

To better characterize the mixing-layer flow, it is worth introducing a length-

scale based on the initial vorticity thickness in the mixing layer, δ, and a corre-

sponding Reynolds number Reδ = Ucδ/νg,i with νg,i the kinematic viscosity of

the gas phase (evaluated at the initial condition) and Uc a prescribed convective

velocity defined as Uc = 1/2(Ug − Ul). The initial velocity field is prescribed

imposing a pseudo-perturbation on a mean profile according to the following
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relations [68]:

u(x, y, 0)

Uc
= tanh

(
2L̃

δ
y

)
+ ξnoise

∂ψ

∂y
, (45)

v(x, y, 0)

Uc
= −ξnoise

∂ψ

∂x
, (46)

ψ(x, y) = exp

(
− L̃

2

δ2
y2

)
[cos(4πx) + 0.03 sin(10πx)] , (47)

where u(x, y, 0) and v(x, y, 0) are the horizontal and vertical components of the

initial velocity field. Moreover, the factor ξnoise = 10−3 is chosen to ensure that

the velocity perturbations remain a small percentage of the mean velocity, as

suggested by the authors in Zayernouri et al. [68]. Prescribing the hyperbolic

tangent velocity profile given by Eq. (45) - (46), the wave-length associated

with the initial vortex distribution results to be approximately λ ' 7δ [69, 68].

Hence, given the domain size, L̃ and the desired number of vortexes in the

periodic domain, N , the initial vortex thickness is δ/L̃ = 1/(7N). In the present

case, the initial vorticity thickness is fixed to δ/L̃ = 1/28 and Reδ = 200. The

non-dimensional viscosity, thermal conductivity and the specific heat capacity

ratios are kept equal to unity, while the density ratio based on the initial gas

density (ρl/ρg)i is taken equal to 5. Finally, the Prandtl number is set to

Pr = µgcp,g/kg = 8.92 with cp,g and kg being the specific heat capacity and

thermal conductivity of the gas phase. The initial temperature field is initialised

according to the step-function,

T (x, y) =

Tl,i, if 0 ≤ y/L̃ ≤ 0.5,

Tg,i, if 0.5 < y/L̃ ≤ 1.

(48)

While keeping fixed the initial liquid temperature Tl,i and the initial density

ratio (ρl/ρg)i between the two phases, different initial gas temperatures, Tg,i,

gas densities, ρg,i and liquid densities ρl,i, are prescribed to the compressible

and incompressible fluids, as sketched in Fig. 12. A first test case considers the
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Figure 12: Sketch of the domain for the temporal mixing-layer simulation showing the initial
velocity and temperature fields.

isothermal flow where (Tg/Tl)i = 1, whereas three other cases address a tem-

perature ratio equal to 15/16, 5/6 and 3/4, respectively. Fig. 13 provides the

temporal evolution of the thermodynamic pressure (uniform over the computa-

tional domain), the mean gas and liquid temperature, the mean gas density and

the mean kinetic energy for the two phases. The gas and liquid temperatures

are computed as integrals over the corresponding domains, whereas the mean

kinetic energy is estimated over the compressible and incompressible regions:

T g(t) =
1

Mg

∫
V

ρg(x, y, z, t)T (x, y, z, t)Φ(x, y, z, t)dV, (49)

T l(t) =
1

Vl

∫
V

T (x, y, z, t)(1− Φ(x, y, z, t))dV, (50)

Ek(t) =
1

2MT

∫
V

ρ(x, y, z, t)u(x, y, z, t) · u(x, y, z, t)dV, (51)

where Mg, Vl and MT are the mass of the gas, the liquid volume and the total

mass of the system, all of them constant during the simulation. Note that, given

the two-dimensional configuration, the numerical calculation of the integrals in

equations (51) is performed in the two-dimensional (x−y) plane. Once the mean

gas temperature is known, the mean gas density is computed directly from the
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Figure 13: Temporal evolution of the thermodynamic pressure, p0, mean gas temperature,
T g , mean gas density, ρg and mean kinetic energy, Ek for the mixing layer at four different
temperature ratios, (Tg/Tl)i ∈ [1.0, 15/16, 5/6, 3/4]. All the quantities are non-dimensional
using as reference values the values of the isothermal case, except for the mean kinetic energy
where we employ the initial value of Ek for each case, Ek,i. The reference time-scale t̃ = L̃/Ũc.

equation of state whereas the liquid density is constant and equal to ρl,

ρ̄g(t) =
p0(t)

RT g(t)
, and ρ̄l(t) = ρl. (52)

In the isothermal case, the thermodynamic pressure, the mean liquid and gas488

temperature and the mean gas density do not change over time as shown in489

Fig. 13. Moreover with the prescribed boundary conditions and in absence490

of external forces, the mean kinetic energy in the incompressible case ( e.g.491

(Tg/Tl) = 1) monotonically decreases due to the internal dissipation in the492

flow. On the other hand, as the temperature ratio is reduced below unity, the493

turbulent mixing enhances the thermal diffusion between the two fluids thus494
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Figure 14: Contour plots of the dimensionless vorticity field ωz/ω̃c in the mixing layer for the
isothermal case (left panels) and for the (Tg/Tl)i = 3/4 case (right panel). The contour plots
refer to the dimensionless physical time t/t̃ = 0.01, 0.02, 0.03 and 0.04 in order. The reference
time scale is t̃ = L̃/Uc whereas the vorticity one is ω̃c = Uc/L̃.

rapidly reducing the temperature gradients. As a result, the temperature tends495

to rapidly increase in the colder, compressible stream until a stationary condition496

is established. As the compressible phase heats up, the thermodynamic pressure,497
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p0, and the mean gas density increase. These effects modify the mean kinetic498

energy balance, that in the compressible cases contains not only the viscous499

dissipation but also a pressure work term proportional to the gas expansion.500

This last term modifies the variation of Ek/Ek,i for all the compressible cases501

and is responsible for the initial increase in the mean kinetic energy observed502

for the case (Tg/Tl)i = 0.75 up to t/t̃ ≈ 1, t̃ = L̃/Uc being the reference503

time scale. However, once the temperature gradients become negligible and the504

thermodynamic pressure has reached a constant value, the compressible effects505

expire and the mean kinetic energy variation is mainly governed by the viscous506

dissipation.507

Finally, Fig. 14 displays the contour plots of the instantaneous vorticity508

field at three different physical times for isothermal case and for the initial509

temperature ratio (Tg/Tl)i = 3/4. Despite we limit the analysis at the initial510

times in order to avoid the loss in resolution induced by the formation of smaller511

and smaller scales, we observe that, in general, the presence of a temperature512

gradient enhances the mixing and the growth-rate of the vorticity thickness with513

respect to the reference, isothermal case.514

4.5. Turbulent bubble-laden upflow in a vertical channel515

In this final case, C5, the potential of this method to simulate challenging516

multiphase flows is demonstrated with three-dimensional simulations of turbu-517

lent bubble-laden flows in a differentially heated vertical channel. An incom-518

pressible liquid is flowing upwards, against the gravity field, carrying highly-519

deformable gas bubbles. The bubbles develop a relative upward movement520

compared to the surrounding liquid due to the density difference of the two521

fluids. While the liquid density is constant, the gas density is allowed to vary522

based on the ideal gas law, Eq. (17), resulting in denser bubbles in colder regions523

and lighter bubbles in hotter regions. This characteristic adds to the complexity524

of the flow, with the thermal field strongly affecting the behavior of the bubbles525

in the channel.526
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To investigate the effects of the thermal field on the flow features, two cases527

were simulated:528

• Case C5-PS : The temperature field is passive and has no effect on the gas529

properties or the flow in general. The flow is therefore incompressible in530

both the liquid and the gas phase, and the physical properties are constant531

within each phase. The mathematical model presented in Section 2.2 is532

modified by setting the right-hand side of Eq. (15) and Eq. (16) equal to533

zero, and neglecting Eq. (17). The numerical methodology presented in534

Section 3.3 is followed by incorporating these modifications.535

• Case C5-LM : The temperature field within the gas phase is active, giving536

rise to low-Mach effects, while the liquid phase is incompressible. The537

numerical methodology presented in Section 3.3 is followed in full.538

A schematic representation of the configuration is shown in Fig. 15. The size539

of the channel is Lx×Ly ×Lz = π× 2×π/2 along the streamwise, wall-normal540

and spanwise directions respectively. The same configuration was also adopted541

by Lu and Tryggvason [70, 71] to study turbulent incompressible bubble-laden542

flows. The relevant non-dimensional groups that define the flow are Re = 4000,543

We = 889, Pr = 4.0 and Fr = 1.49, based on Ly and the liquid properties. In544

addition, the property ratios are set to ρl/ρ̃g,r = 10, µl/µ̃g,r = 1, cpl/c̃pg,r = 4545

and kl/k̃g,r = 1. The volume fraction of the gas phase inside the whole domain546

is set to 5%. A different temperature value is set on each channel wall, resulting547

in a temperature difference of ∆T = Ty=2 − Ty=0 = 40K, while the average548

temperature between the two walls is set to T0 = 323K.549

In both simulations, a numerical grid of Nx × Ny × Nz = 512 × 512 × 256550

is adopted, amounting to approximately 67 million grid points. The flow is551

maintained along the positive x direction by forcing the flow-rate to a constant552

value. Periodic boundary conditions are set along the x and z directions. The553

channel walls are considered solid, impermeable and thermally active, therefore554

a no-slip boundary condition is applied for the velocity field and a Dirichlet555

boundary condition for the temperature field.556
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Figure 15: Schematic representation of the domain used for the simulations of cases C5-PS
and C5-LM. The dimensions of the channel are Lx × Ly × Lz = π × 2 × π/2. The flow is
directed along the positive x direction, opposite to the gravitational field, and it is heated and
cooled by the red and blue walls.

To prepare the initial condition of the turbulent multiphase simulations,557

a preliminary simulation was ran for the liquid phase only. This flow was558

initialised with a streamwise vortex pair to achieve a fast transition to tur-559

bulence [72]. At this stage, 60 randomly distributed gas bubbles of diameter560

db = 0.25 are introduced inside the domain. The initial bubble distribution is561

shown in Fig. 16(a), where the bubbles are coloured based on the local values of562

the stream-wise velocity component. The flow is then allowed to develop for a563

sufficiently long time. Within this time period, the number of bubbles increased564

significantly due to extensive break-up, before approximately reaching a plateau.565

The number of bubbles as a function of time for case C5-PS is shown in Fig. 17,566

revealing the dynamic balance between break-up and coalescence events after567

60 time units. This is an indication that a statistically stationary state has been568

reached and statistical sampling can start. To ensure that no significant residual569

transient effects are present to contaminate the statistics, the flow is allowed to570

develop for additional 60 time units before sampling started. Fig. 16(b) shows571
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the instantaneous bubble distribution inside the domain for case C5-LM, after572

the flow reached a statistically stationary state.573

(a) (b)

Figure 16: Distribution of bubbles inside the channel for case C5-LM. (a) Initial condition; (b)
statistically steady state. The bubbles are coloured based on the local values of the stream-
wise velocity component.

The averaged gas volume fraction 〈Φ〉x,z,t and the liquid stream-wise velocity574

component 〈ux〉x,z,t are shown as a function of the wall-normal coordinate in575

Fig. 18, for both C5-PS and C5-LM. As the notation suggests, these quantities576

are averaged both in time and in wall parallel (x − z) planes, along which the577

flow is assumed periodic. In both cases, the bubbles move away from the walls578

and migrate towards the interior of the channel. This effect was first observed579

by Lu and Tryggvason [71] for highly-deformable bubbles that are not affected580

by the temperature field, such as those considered in C5-PS. The new finding581

emerging from C5-LM is the shift of the location of the maximum value of582

〈Φ〉x,z,t and 〈ux〉x,z,t towards the cooled channel wall. At this location, the583

bubbles are slightly colder and therefore heavier, contributing to the weakening584

of the buoyancy effect. In addition, the maximum value of 〈Φ〉x,z,t is smaller for585

C5-LM, suggesting that the gas phase is more dispersed around the location of586

the maximum value when compared to C5-PS. Even though the characterisation587
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Figure 17: Temporal variation of the number of bubbles in the domain, Nb, for case C5-PS.
Initially 60 bubbles were present inside the domain, and after approximately 60 time units
the number of bubbles stabilised at around 1300.

of the physical mechanism that causes this shift towards the cooled channel588

wall is not within the scope of the present study, it is clear that the physically589

appropriate coupling of the temperature and momentum fields has a big impact590

on the accurate representation of time-averaged fields, even for this relatively591

small temperature difference.
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Figure 18: (a) Averaged gas volume fraction 〈Φ〉x,z,t and (b) liquid stream-wise velocity
component 〈ux〉x,z,t as a function of the wall-normal coodinate. Dashed line, C5-PS ; Solid
line, C5-LM. In both plots, the location of the maximum value moves towards the colder wall
for C5-LM.

592

43



5. Final remarks593

Multiphase, compressible flows are of great interest in a wide range of sci-594

entific fields and engineering problems. In this context, we propose a novel595

approach to the numerical simulation of multiphase, viscous flows where a596

compressible gas phase and an incompressible liquid mutually interact in the597

low-Mach number regime. The problem is addressed in the framework of a598

low-Mach number asymptotic expansion of the compressible formulation of the599

Navier-Stokes equations. In this limit, acoustics are neglected but large density600

variations of the gas phase can be accounted for as well as heat transfer between601

the phases and with the domain boundaries. A Volume of Fluid approach is602

used to deal with the presence of different phases in the flow as well as for in-603

terface tracking. In this specific implementation, the interface reconstruction604

is based on the MTHINC method [34] while the effect of the surface tension is605

accounted for using the continuum surface force (CSF) model [45]. The same set606

of equations is used for both the gas and the liquid phase, the zero-divergence607

condition being exactly imposed to the latter. To numerically solve this set608

of equations, we have developed a massive parallel solver, second order accu-609

rate both in time and space. The Poisson pressure equation is managed by a610

FFT-based solver that allows for a numerically efficient and very fast solution611

procedure. In addition, this choice is suited for code optimization and adap-612

tation of incompressible GPU codes that benefits of FFT-based solvers (e.g.613

see [73]). The proposed iterative procedure shows to be more efficient in terms614

of number of iterations than the two approaches available in literature in the615

context of low-Mach number flows [56, 64]. The solver has been build upon a616

code for incompressible flows which has undergone an extensive validation cam-617

paign [46, 47]. A detailed and complete description of the theoretical approach is618

provided, together with information about the numerical techniques employed.619

Emphasis is given on ensuring the mass conservation of the compressible phase620

and on correctly imposing the velocity divergence at the pressure-correction621

step. In addition, we apply the described numerical approach to the simulation622
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of five different flow configurations. The outcomes of two simulations repro-623

ducing the two-dimensional expansion and contraction of rectangular gaseous624

bands enclosed in an incompressible fluid and confined in a free-slip, periodic625

channel are provided. Next, we address the simulation of two-dimensional ris-626

ing bubbles. First, we consider a single bubble and compare the results of our627

simulation with the reference data by Hysing et al. [67] using as benchmark628

quantities the bubble centroid and the bubble rising velocity. Second, we sim-629

ulate the evolution of three bubbles of the same size but with different initial630

temperatures. Furthermore, we discuss the outcome of a numerical simulation631

reproducing a plane, temporal mixing layer and show how the compressibility632

of the gas phase alters the development of the instability. Finally, the poten-633

tial of the developed methodology to solve complex three-dimensional flows is634

demonstrated by simulating a turbulent bubble-laden channel flow, where the635

two channel walls are heated and cooled. The coupling of the temperature and636

momentum fields causes the migration of the bubbles closer to the cold wall,637

revealing the significance of the accurate representation of the buoyancy effects,638

even for a moderate temperature differences within the domain.639

As the proposed mathematical and numerical framework is independent of640

the capturing/tracking technique used to describe the interface topology, the641

proposed methodology can be directly extended to other existing numerical642

codes. We believe that the results presented here demonstrate that it is possible643

to accurately address the numerical simulation of multiphase, viscous flows in644

the low-Mach number regime, also when one of the phases can be treated as645

incompressible. Further extensions of the present methodology may concern the646

addition of more complex physical phenomena like phase change and complex647

interfacial thermodynamics, as absorption-desorption processes.648
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Appendix A. Low Mach number expansion of the Navier-Stokes equa-655

tions656

This appendix provides the derivation of the low-Mach number asymptotic

expansion of the governing equations for the compressible gas phase, Eq. (2)-

(5), provided in section 2.1. All the quantities employed here refer only to the

gas phase unless otherwise stated. Under the hypotheses of ideal and calorically

perfect gases, the energy equation, Eq. (4), can be re-written in terms of the

sensible internal energy or enthalpy only:

e = ∆h0
Tref

+ cv(T − Tref ) = ∆h0
Tref

+ cvT, (A.1)

h = ∆h0
Tref

+ cp(T − Tref ) = ∆h0
Tref

+ cpT, (A.2)

with h = e + p/ρ the enthalpy, T the temperature and ∆h0
Tref

the enthalpy of

formation of the chemical specie involved, evaluated at the reference tempera-

ture Tref = 0 K. Assuming the reference scales provided in section 2.1, after

some manipulations Eq. (2)-(5) can be recast in non-dimensional form:

∂ρ

∂t
+∇ · (ρu) = 0, (A.3)

∂(ρu)

∂t
+∇ · (ρu⊗ u) =

1

Re
∇ · τ − 1

Ma2
∇p+

fσ
We

+
ρg

Fr2
, (A.4)

∂(ρe)

∂t
+∇ · (ρue) +Ma2

[
∂

∂t

(
ρ
u · u

2

)
+∇ ·

(
ρ
u · u

2

)]
= (A.5)

γ

γ − 1

1

RePr
∇ · (k∇T )−∇ · (up) +

Ma2

[
1

Re
∇ · (τ · u) +

fσ
We

+
ρg

Fr2

]
· u,

p = Π ρT. (A.6)
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where Ma = Ũ/
√
p̃/ρ̃ is a pseudo-Mach number, whereas the definition of all

the other parameters can be found in section 2.1. The low-Mach number limit

of Eq. (A.3) - (A.6) can be derived from a single-scale asymptotic expansion

in the limit of small Mach numbers [44]. Since the pseudo Mach number, Ma,

appears in all the equations only with the power of two, each generic vectorial

and scalar quantity, f , can be expanded in the following way:

f(x, t) = f0(x, t) + f2(x, t)Ma2 +O(Ma3). (A.7)

It is also possible to prove that the following relations hold for the product of

two scalar quantities:

[f(x, t)g(x, t)]0 = f0(x, t)g0(x, t), (A.8)

[f(x, t)g(x, t)]2 = f2(x, t)g0(x, t) + f0(x, t)g2(x, t). (A.9)

To obtain the low-Mach number limit of the momentum equation, Eq. (A.4),

we use the asymptotic expansion provided by Eq. (A.7) into Eq. (A.4):

∂

∂t

[
(ρu)0 + (ρu)2Ma2 +O(Ma3)

]
+ (A.10)

+∇ ·
[
(ρu⊗ u)0 + (ρu⊗ u)2Ma2 +O(Ma3)

]
=

=
1

Re
∇ ·
[
τ 0 + τ 2Ma2 +O(Ma3)

]
− 1

Ma2
∇
[
p0 + p2Ma2 +O(Ma3)

]
+

+
1

We

[
fσ0 + fσ0Ma2 +O(Ma3)

]
+

1

Fr

[
(ρg)0 + (ρg)2Ma2 +O(Ma3)

]
.

Multiplying by Ma2 and collecting all terms of same order in Ma in Eq. (A.10),

leads, after some manipulation, to the zeroth-order equation,

∇p0 = 0, (A.11)
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and to the second-order relation,

∂u0

∂t
+ u0 · ∇u0 =

1

ρ0

[
1

Re
∇ · τ 0 −∇p2 +

fσ0

We

]
+

g

Fr2
. (A.12)

The algebraic manipulations for the continuity and energy equations are com-

pletely omitted due to their similarity with the procedure described above

for the momentum equation. The reader is referred to the following refer-

ences [43, 44, 74] for additional details. The final low-Mach number equations

can be written as:

∂ρ0

∂t
+∇ · (ρ0u0) = 0, (A.13)

∂u0

∂t
+ u0 · ∇u0 =

1

ρ0

[
1

Re
∇ · τ 0 −∇p2 +

fσ0

We

]
+

g

Fr2
, (A.14)

∂(ρ0e0)

∂t
+∇ · (ρ0u0e0) =

γ

γ − 1

1

RePr
∇ · (k∇T0)−∇ · (p0u) , (A.15)

p0 = Π ρ0T0. (A.16)

It should be noted that, in the limit of small Mach number, the contribution of657

the viscous dissipation to the overall energy balance of the gaseous flow does not658

appear in Eq. (A.15). This hold true under the hypothesis of sufficiently high659

Reynolds number. In fact, the term ∇ · (τ · u) in equation (A.5), which is pre-660

multiplied by the factor Ma2/Re, may become significant in the limit of Mach661

tending to zero for sufficiently low Reynolds number. The effect of the viscous662

dissipation could be easily included in the equations above; however we consider663

here high Reynolds number flows for the gas phase, for which Eq. (A.15) is an664

accurate approximation. The subscript referring to the order of quantities are665

omitted in this manuscript, except for the pressure terms. It is useful to remind666

that, for the chosen set of reference scales, the non-dimensional sensible energy667

reads: e = 1/(γ − 1)Π T . Considering the latter and Eq. (A.16), after some668

additional manipulations, Eq. (A.13) - (A.16) can be recast as Eq. (8) - Eq. (12)669

provided in section 2.1.670
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