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Abstract

Tails are a distinguishing feature of animals and play a critical role in many aspects of their
survival, such as maintaining balance. The present study aims to address the questions of
whether and how laboratory mice (Mus musculus) use their tails to maintain balance and what
are the neural mechanisms that control this behavior. To quantify how mice use their tails to
maintain balance, I built a set-up (the ridge task) that simulates some of the challenges they
may experience in nature. This task has led us to characterize a novel response from the tail
in response to roll-plane perturbations and gave us insights onto how the tail is used during
locomotion in challenging balancing conditions. In the anatomical part of the project, I will
describe some of the neuronal circuits responsible for such behavior. Firstly, I characterized the
morphology of tail motoneurons in the spinal cord and observed that these neurons (located in
the sacral segment of the spinal cord) receive inputs from the vestibular system. Then I went
on describing the subpopulation of vestibular neurons that project to the sacral spinal cord,
revealing that they form a cluster mainly located in the Spinal Vestibular Nucleus. Finally, I
used an optogenetic approach to stimulate either the entire vestibular nucleus, or selectively
activate sacral-vestibulospinal neurons, to observe the effect of such manipulation on the tail.
Intriguingly, given that the vestibular complex organization and functions are highly preserved
across many taxa, the results from this project brings out exciting possibility for future studies
on the organization of the neuronal control of tails in other chordates as well.
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Introduction

The study of balance and motor control spans various species, behavioral contexts, and neuronal
substrates. Mice (Mus musculus), as small mammals with remarkable adaptability, present an
intriguing model for exploring these principles due to their dynamic and versatile movement
strategies. This prologue introduces two chapters that delve into the intricate roles of the
mouse tail in maintaining balance, offering new perspectives on vestibular and proprioceptive
contributions to locomotion.

The first chapter describes the adaptive tail movements of mice in the ridge set-up, a
behavioral task I built during the PhD where mice have to contend with external and self-
generated balance perturbations. This research highlights the tail’s ability to generate substantial
angular momentum to counteract roll perturbations. Additionally, it explores the adjustments
of hind-body and tail position during locomotion, suggesting that the tail acts to fine tune the
mouse’s balance strategy based on vestibular and proprioceptive cues.

In the second chapter 1 describe results from the anatomical investigation of the neuronal
substrates responsible for tail movement in balancing conditions. Furthermore, I present the
results from the vestibular activation (using optogenetics) on tail and overall body posture in
mice. This research reveals context-dependent responses that underscore the adaptability of the
vestibulospinal pathways. While on the ridge task the stimulation leads to direction-dependent
tail movements, the same stimulation on a flat surface leads to an increase in the base of support
(without the direction-dependent tail response). Further, selective stimulation of the sacral-
vestibulospinal pathway (sac-VS, i.e. the direct projection of the vestibular system onto the
sacral portion of the spinal cord), increases the likelihood of a tail swing motion, without clear
effects on the rest of the body. This selective modulation suggests that sacVS neurons provide
vestibular context to the downstream effectors in the spinal cord responsible for tail movement.

Together, these two chapters showcase the insights I have learnt in the past years addressing
the questions of how mice use their tails to maintain balance as well as revealing some of
the neuronal circuits involved in this process. While this is not an exhaustive description of
all mechanisms and pathways involved in tail control, I hope the findings in this thesis will
convince the reader that the tail plays a significant role in balance control and deserves a deeper
appreciation in neuroscience research.



Chapter 1

Why does the tail matter (for balancing)?

1.1 Background

In the first chapter of this thesis I will introduce the mechanisms behind balance control, and
what it means to lose balance. Then I will be defining the tail as an important evolutionary
innovation, with focus on mammalian tails. Finally, I will describe what is known up to this
point on mouse (Mus musculus) tail musculature organization, before moving to the results from
the microCT scan data and finally the analysis from the kinematic data obtained in the ridge.

1.1.1 What is balance

Before going ahead with this document, I think it is important to clarify what is the definition
of balance adopted in this thesis. The reason for wanting to dedicate an entire section to a
definition might seem trivial, however I believe it is important as the term is used in a variety of
different contexts without clarity on what it is. Work from early neurophysiology to characterize
simple reflexes in the last century led us to believe that balance consisted of a set of reflexes
that triggered motor programs based on visual, vestibular, or somatosensory triggers. This
simplistic view contributed to our limited ability to assess the risk of falling ([1]). In fact,
assuming that there is a singular balance system implies that a single test can measure overall
balance performance. If balance control were solely controlled by one neural system, such as
the vestibulospinal system, it might be plausible to focus on evaluating and treating this specific
system to prevent falls. However, given that safe daily activities rely on a multifaceted interplay
of physiological mechanisms, it becomes crucial to assess multiple systems to fully describe the
balance constraints on an individual ([1]). In the following sections I will define different aspects
that helps us to characterize balance as well as highlighting what it means to lose balance.

Biomechanical constraints

The primary biomechanical constraint affecting balance in terrestrial animals is their base of
support and how this changes across different environments. Any limitation in the size, strength,
range, or control of their points of contact with the ground (limbs in the case of most tetrapods)
can influence balance. A fundamental aspect of balance control, which extends beyond living
organisms, involves maintaining the center of mass (CoM) projection within the base of support.
Balance, in this context, isn’t a fixed position but rather a range of stability of possible movements



Why does the tail matter (for balancing)? 3

determined by the grounds contact-points and constraints on joint mobility, muscle strength, and
sensory input.

The central nervous system (CNS) maintains an internal representation of this region of
stability, directing movements and small adjustments to maintain balance. In animals with
balance issues the region of stability may shrink, or the neural representation may become
distorted, affecting their range of possible movements. An accurate CNS representation of the
body’s stability limits is critical, and conditions like Parkinson’s disease can lead to abnormal
representations, resulting in postural instability ([2]).

Movement strategies

Maintaining balance is a complex skill requiring enactement of context-dependent motor strate-
gies that account for both passive and active self-movements [3]. For instance, "change-in-
support" strategies (changing position of a limb) often serve as the most efficient mean to restore
balance in healthy humans. However, when freedom of foot placement is constrained, "hips-
and-ankles" strategies (torque-based shifts of the body’s center of mass) become the primary
balancing mechanism [4]]. Under the most precarious balancing scenarios such as walking on
narrow beams, humans additionally employ upper-body strategies involving arm movements [S-
/l]. Other strategies for regaining balance involve reaching, hip or trunk movements, anticipatory
postural adjustments and so on ([8]). While animals can quickly employ postural movement
strategies in response to disturbances, their strategy selection and response intensity can be in-
fluenced by intention, past experiences, and expectations ([9]]). Anticipatory postural strategies
prior to voluntary movements relies on forward models of how such movements affect the body
and the external environment ([10]). When such models fail (for example, due to unexpected
change in the environment), this may lead to instability during self-initiated movements.

Sensory strategies

To make sense of complex sensory environments, most animals combine information from their
proprioceptive, vestibular, and visual systems. As the sensory landscape shifts (due to lesions,
or simply aging), there’s the need to switch the relative importance placed on each sense. In
well-lit and stable environments, healthy humans primarily rely on proprioceptive cues (70
percent), followed by vision (10 percent), and vestibular input (20 percent) ([1]). However,
when faced with unstable surfaces, they rely more on vestibular and visual inputs and less on
proprioceptive cues for maintaining balance. The ability to adjust sensory reliance according
to the situation is vital for stability when transitioning between sensory contexts. Additionally,
certain central nervous system disorders, such as Alzheimer’s disease, may compromise the
ability to readily adjust sensory reliance even when the peripheral sensory systems remain intact
([1L1]). This challenge in adapting to different sensory contexts highlights the critical role of
sensory integration in upholding stability and preventing falls.

Orientation in space

The capacity to orient the body in relation to the gravity vector, the support surface, visual
surroundings, and internal references is a pivotal aspect of maintaining balance. The nervous
system adapts body orientation based on the context and task at hand. For example, animals may
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position their bodies perpendicular to their support surface until it tilts, at which point they adjust
their posture to counteract the gravitational force ([12]). The perception of postural verticality
entails aligning the body in space without visual cues, relying on proprioceptive and vestibular
information. Consequently, individuals with unilateral vestibular loss display a skewed internal
representation of verticality ([13]).

Cognitive skills

Maintaining posture requires considerable cognitive resources, even during apparently simple
activities like standing upright. The cognitive load escalates with the complexity of the postural
task, resulting in decreased reaction times and performance in concurrent cognitive activities,
since cognitive resources are distributed between postural control and other cognitive functions,
participating in a secondary cognitive task can hinder performance in postural tasks ([14]).In
fact, inadequate cognitive resources available during engagement in a secondary cognitive task
can lead to falls due to compromised postural control ([15]).

What does it mean to lose balance?

Considering that animals possess unique constraints and resources for postural control, their
ability to maintain balance and orientation varies depending on the specific environment that
surrounds them. As a result, animals may encounter falls in various situations, depending on the
systems required for successful task completion. Identifying the risk factors for falling in animals
requires understanding their morphological constraints, as well as identifying physiological
risks for balance disorders. To predict the risks of falling and develop effective interventions
for animals with balance impairments, it’s essential to evaluate the integrity of underlying
physiological systems and available compensatory strategies. Simple measures of balance are
not adequate to predict the situations that lead to lose balance, as such measures cannot identify
the specific constraints on the sensorimotor processes contributing to postural control.

As discussed up to this point, balancing is a complex ability that necessitates the integration
of multiple sensory inputs. When evaluating balance, several confounding factors may restrict
a comprehensive description of this ability. The approach to simplify the problem, adopted
in this thesis, is to examine how the tail is used to maintain balance. Unlike limbs, the tail
is not essential for locomotion in mice, making it an intriguing subject of study for those of
us interested in dissecting balance strategies from other confounding motor programs (such as
locomotion).

1.1.2 Tail as an evolutionary innovation

Tails represent a distinctive feature among chordates, exhibiting considerable variation in both
function and form ([[L6]). Despite their shared evolutionary and genetic developmental origins,
tails show remarkable variety in both their physical characteristics and roles. They can vary
significantly in length, thickness, and texture as shown in the drawing in[I.1]

Tails have been defined classically based on anatomy as "the post-anal appendage". However
such definition would be inaccurate in fish, as it would include parts of the dorsal, caudal and
anal fin. Particularly in teleosts it was proposed that tails evolved by gradually growing larger
and changing shape. However, Sallan (2016, [17]) looked at ontogenetic data from Aetheretmon
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(a 350-million-year-old teleost) and found that they actually had two separate parts to their tails:
one lower part with fins and one upper part with vertebrae, similar to what we see in animals
with backbones like mammals. This means that instead of the tail just getting bigger over time,
it started out with these two parts from the beginning. In some modern fish the upper part of
the tail stopped growing while the lower part expanded, eventually becoming the dominant part
of the tail. This change may have helped these fish swim more efficiently. So, rather than tails
evolving by simply getting bigger, this new theory suggests that they evolved by changing the
growth of different parts across tetrapods ([1'7]]).
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Figure 1.1: Tails of different mammals. Various tails of mammals shown from the dorsal side. The
illustrations were not drawn to scale. A - Rattus rattus (Black Rat), B - Dasypus novemcinctus (Nine-
banded Armadillo), C - Sciurus carolinensis (Grey Squirrel), D - Equus caballus (Horse), E - Dama dama
(Fallow Deer), F - Brachyteles arachnoides (Wooly Spider Monkey, ventral aspect), G - Nasua nasua
(Coatimundi), H - Castor canadensis (Beaver), | - Hyperoodon ampullatus (Bottle-nosed Whale), J -
Trichechus manatus (Manatee), K - Glaucomys volans (Flying Squirrel), L - Pachyuromys duprasi (Fat-
tailed Gerbil), M - Anomalurus pelii (Scaly-tailed Squirrel, ventral aspect), N - Geomys bursarius (Plains
Pocket Gopher), O - Hystrix brachyura (Porcupine), P - Macropus giganteus (Great Grey Kangaroo), Q -
Heterocephalus glaber (Naked Mole-rat), R - Eptesicus fuscus (Big Brown Bat), S - Dipodomys merriami
(Merriam’s Kangaroo Rat), T - Glyptodont (extinct), U - Pseudopodus ceylonus (Ceylon Shrew). Drawing
from Hickman, 1979 [18].
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More recently, advances in sequencing technology has allowed us to look at the role of genes
in the development of the tail. Such approach could likely be useful to determine homology
across chordates’ tail structures, and therefore help us defining what the tail is across chordates.
Three main gene regulatory networks (GRNs) are known to be involved in tail development:
Hox (not too surprising given its role in the development of anterior-posterior body plan), T-
box transcription factors, and Hedgehog signaling genes. As an example, six genomic regions
have been identified as contributing to differences in tail length in deer mice (Peromyscus
maniculatus), with three affecting caudal vertebra length, three affecting vertebra number, and
two of these regions showing allele-specific decreased Hoxd13 expression linked to vertebra
number variation ([19]). Another recent study that looked at the genetic mechanisms behind tail
loss in humans found that simply an individual insertion of an Alu element in the genome of the
hominoid ancestor may have contributed to tail-loss evolution ([20]). These studies combined
may suggest that even though several genetic mechanisms are involved in tail development, only
a few may have contributed to tail loss. Hinting at the speculation that if enough environmental
pressure is applied tail gain or loss of function can be implemented through even just a few
simple point mutations.

1.1.3 Mammalian tail use

Given that all mammals have caudal vertebrae, all mammals have a tail (even if not visible).
Throughout evolution, mammalians’ tails have diversified for various purposes, such as swim-
ming, hopping, climbing and so forth. As previously discussed, although humans (along with
other animals) have experienced tail reduction or loss, a significant portion of vertebrates have
retained, lengthened, enriched, or re-purposed their tails. This supports its possible evolutionary
significance in adapting to different ecological environments.

Many terrestrial animals, such as felines, have long tails that helps maintaining balance and
flexibility at high speeds. Some primates use the tail while walking on two legs to balance, and
many animals use tails when balancing in trees. As mentioned above, the tail of deer mice is
much longer for the arboreal ecotype than the terrestrial ones [18]. In line with this, a recent
review study from Mincer et al.(2020, [21]) explores the factors influencing the evolution of
mammalian tail length. The research reveals that substrate use, particularly arboreal substrates,
plays a significant role in tail length across all mammals, with arboreal environments favoring
longer tails. Non-arboreal substrate use leads to diversification, resulting in varying tail lengths.
Moreover, tail loss is more common in non-arboreal species, but certain arboreal species may
lose their tails, potentially due to factors like increased body size or specific locomotor modes.

Finally, one of the most impressive examples of tail usage in mammals comes from the
rodents family, the kangaroo rat. When reaching for objects overhead, the tail is used as a prop.
Also, during very high leaps the tail is swung over the back. This dynamic use of the tail is
thought to counteract sudden changes in the angular momentum of the body, preventing the
animal to flip. Kangaroo rats also use their tails to keep balance while hopping [22]], and in
escaping predators ([23]). Another example of tail usage in rodents includes the deer mouse,
whose tail usage was described as early as the 1950s ([24]). More recently, its evolutionary and
genetic makeup has been described by the lab of Professor Hoekstra ([[19, [25]]).
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Figure 1.2: Kangaroo rat tail. The tail is used for balance in the bipedal locomotion of a kangaroo rat
(drawing by Bartholomew and Caswell, 1951 [18]).

1.1.4 Anatomy and function of mouse tail (Mus musculus)

The organization of the mouse tail musculature is based on repetitive fusions between the extrin-
sic and intrinsic muscles, that is muscles that lie at the surface and in the deep layers respectively,
at each vertebra. This design is also known as the metameric arrangement. Surprisingly, the
organization, arrangement and function of muscles in the tail have features in common with
those muscles in the digits of the human extremities [26]]. The mouse tail is supported by 29
coccygeal vertebrae (Col — Co29). Each coccygeal vertebra consists of a body, cranial and
caudal processes. The tail is defined as the coccygeal region that extends from the lumbo-sacro-
coxal region. Its body consists of 10 longitudinal elements: 4 fasciculi of tendons and 6 stripes
of short muscles that span 1 or 2 vertebrae. Shinohara [26] reveals that the tail muscular system
has 3 main features.

1. Tail muscles are classified as ventral, lateral, and dorsal, and each has rostral and caudal
heads. The extrinsic and intrinsic muscles are fused and terminate on the same coccygeal
processes.

2. The tendons of the muscle that starts from the coxal bone are perforated by the tendon of
bicipital muscle. This is also a feature preserved in human hands.

3. There is a pattern of insertions and origins of bicipital muscles (also known as metameric
pattern) along the tail main axis.

These features define mouse tail motility and its mechanical constrains.



Why does the tail matter (for balancing)? 9

Figure 1.3: Cross section of the tail at Coccygeal vertebra 4. In the picture, you can observe: The
dorsal short muscle (DS), the lateral short muscle (LS), and ventral short muscle (VS), ventral and
lateral tendons (solid circles), the lateral portion (L; dorsal side). A: articular process. Solid arrow: artery
of the tail. From Shinohara (1999) [26].
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Figure 1.4: Drawing of the dorsal, lateral, and ventral bicipital muscles. The dorsal bicipital muscles
originate from the intermediate portion (yellow) of the dorsal lumbo-sacro-coxal region. The dorsal
tendon (asterisk) is continuous to the dorsal short muscle (red in the right drawings) to form a bicipital
muscle and terminates at the cranial articular process. Green, multifidus muscles; Blue, muscles of
the medial portion that function dorsiflexion of the tail base; Violet, muscles of the lateral portion that
function in ipsilateral flexion of the tail base and prevent the dorsal tendons from going off track. On the
ventral side, the lateral and medial bicipital muscles that are inserted at Co5—Co9 originate from the
medial portion (blue). From Shinohara (1999) [26].

The number of studies on Mus musculus’s tail function have been few in numbers and have
found little evidence of a clear function for it. For example, tail contribution in thermoregulation
is just modest (contrary to other rodents such as rats, [27]). Anecdotally, researchers routinely
working with mice have observed them shaking their tails when they are exposed to anxiety-
indusive environments, although a conclusive analysis of this is lacking ([28]). Common house
mice which have had their tails cut were shown to be impaired in climbing [29], which suggests
that tails could be used for balancing. On the other hand, a recent study from Machado [30]
suggested that mice oscillates their tails passively during locomotion. Most studies looking
at balance in mouse have mostly focused on forelimbs and hindlimbs, and no study to our
knowledge have described the function of mouse tail in balancing with high spatial and temporal
resolution. In the next section I will describe the tail musculature architecture I obtained from
microCT scan data (which largely confirmed the description by Shinohara (1999) [26]], as well
as the behavioral recording in the ridge, a set-up I built to probe the tail to respond to balance
perturbation, as well as during locomotion in an increasingly challenging environments.
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1.2 Methodology and Results

1.2.1 Aim 1: Mouse tail muscle reconstruction via microCT scan

In this section I describe the tissue preparation, acquisition and image processing from the
microCT scan to reconstruct the basic organization of tail muscles in the mouse (Mus musculus).
These results were collected in collaboration with the imaging facility at OIST (for microCT
scanning), and Julian Katzke from the Biodiversity and Biocomplexity Unit (for the muscle
reconstruction using Amira).

Specimen preparation and iodine incubation

The tail of one mouse (male mouse 12 weeks old), was collected after perfusion for perfusion-
fixing, the animal was deeply anesthetized with MMB overdose (containing Medetomidine HCL,
I mg/ml; Midazolam, 5 mg/ml; and Butorphanol tartrate, 5 mg/ml; dosage 0.05 ml/g) and after
he was unconscious (verified with an absence to the toe pinch reflex), the heart was exposed
and the animal was transcardially perfused, first with sucrose solution to clear the blood and
then with fixative solution (4 percent paraformaldehyde), and finally the tail was extracted for
anatomical examination. The tail dissection was done from 1 cm from the tail base rostrally, the
fat and skin was carefully removed from the muscle. The tail was placed in a straight position
along a 15 ml falcon tube. It was immersed in PFA 4 percent for 24 hours, and then other 24
hours in EtOH, before moving it to Iodine for staining. While formalin fixation can influence
the density and volume of isolated muscle tissue, this was not accounted for in this study as the
muscles were still connected to the bones in their natural position (keeping the tail as straight
as possible within the falcon tube). The specimen was then removed from the solution and
immersed in ethanol for one day.

Computed tomography and image segmentation

The I2KI-stained tail was scanned using a BIR ACTIS 225/300 high-resolution microCT system,
operating at 130 kV and 0.1 mA with a 0.5 mm brass filter. The resulting TIFF images were
reconstructed in 16-bit format, with an isometric voxel size of 4.5 um x 4.5 um x 4.5 um. The
tail muscles were segmented and visualised using Amira software (Peeters et al. 2020). The
nCT dataset was then cropped to contain the basal portion of the tail muscles only (including
the coccygeal bones) and exported as a new image stack for further processing. As shown
in the microCT scan provided a comprehensive overview for the reconstruction of mouse
tail musculature. Panel A offered dorsal and lateral perspectives of the tail reconstruction, top
and down sub-panels respectively. Coronal sections (B) and (C) depicted the distribution of
extrinsic and intrinsic muscles around the coccygeal vertebrae. The color scheme distinguished
between different muscle types: red represented lateral extrinsic muscles, blue denoted dorsal
extrinsic muscles, green indicated ventral extrinsic muscles, and orange highlighted intrinsic
muscles. Coccygeal vertebra number 4 was marked in white for reference. Such reconstruction
confirms that the tail has a metameric arrangement (similar to the forelimbs) as described above,
according to Shinohara’s reconstruction ([26]).



Why does the tail matter (for balancing)? 12

dorsal m.
lateral m.

ventral m.

Figure 1.5: Tail muscle reconstruction overview from microCT scan. Dorsal and lateral overview
of the tail reconstruction after microCT scan acquisition (panel A top and down respectively). Coronal
sections showing extrinsic muscle (B), and intrinsic muscles (C) distribution around the respective coc-
cygeal vertebrae. Red: lateral extrinsic muscle, Blue: dorsal extrinsic muscle, Green: ventral extrinsic
muscle, Orange: intrinsic muscles. White vertebra is Coccygeal 4. Scale bar = 0.5mm.

1.2.2 Aim 2: Description of the tail kinematics in the context of balance

In this section I will provide an overview of the key results from the kinematic analysis of the
tail in response to an external roll perturbation and locomotion in a challenging balancing task
(the ridge). I developed this task following the observation that mice swing their tails while their
body rotates in the roll plane, but not in the yaw or pitch. I then built a mechanical swing to
test whether this tail motion can be systematically elicited in response to body roll movements.
Finally, I showed that the tail swings not only during external roll perturbation, but oscillatory
movements are produced as well during self-generated body rotations (i.e. during locomotion).
A biomechanical model is provided as well to quantify the contribution of the tail to overall
stability. These results are described in more details in my preprint available in bioRxiv at

(I31D.

Rotational tail movement generates significant angular momentum

In order to describe how mice use their tails to maintain balance, I developed a novel experimental
task ("Tilting ridge traverse", TRT;[1.6B). In the task, the ridge is tilted randomly left or right to
produce balancing responses that are recorded with two high-speed video cameras positioned
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above and posterior to the mouse.
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Figure 1.6: Roll-plane tilting evokes counteracting tail responses. A: mice experiencing lateral rolls
in a custom-made swing rotate their tails in the countering direction. Schematic illustration (left) and
screenshots (right). B, schematic illustration of the Tilting Ridge Traverse (TRT) task. Left: location of
tracked body parts as seen from rear and top cameras. Right: depiction of "ipsilateral" and "contralat-
eral" trials, defined by whether the tilt occurred in the same or opposite direction of the tail position,
respectively. C, tail and hips angle changes in response to tilts. C1, tail and hip angle trajectories (pink
and green data, respectively) from 3 example mice experiencing either ipsilateral (IL) or contralateral
(CL) tilts. Traces show mean + SEM for n = 4, 6 and 7 trials. Gray area indicates ridge movement.
C2, comparison of mean tail acceleration (defined as the slope as indicated in C1) in IL and CL trials.
C8, comparison of tail and hip movement duration (to the maximal displacement) in IL and CL trials. D,
schematic illustration of the biomechanical model used to estimate angular momenta experienced by the
mouse as well as the compensation generated by body and tail rotation based on tracked movements.
For details, see Appendix A. E, comparison of angular momenta generated by the tilt perturbations and
tail and body rotations elicited by IL tilts. E1, instantaneous momenta estimated using the model. Traces
show mean + SEM for n = 272 trials N = 15 mice for tail, body and the sum of tail and body, as well as
the estimated rotational momentum generated by the perturbation. Downwards direction corresponds
to the direction of the tilt. E2, total angular momentum generated by tail, hips and their sum, shown
as a proportion of the perturbation-generated momentum. All data shown as mean + SEM and groups
were compared using t-test (d) or one-way ANOVA (e) followed by Bonferroni’s post-test (*** p < 0.001).
Figure from preprint [31].
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While crossing the ridge, mice typically keep their tails to one side of their body. Initially, I
analyzed trials where the tilt happened in the direction of the tail ("Ipsilateral (IL) tilt"; [I.6B),
anticipating a body posture adjustment that would shift the CoM in the opposite direction. As
expected, the tilt not only caused a moderate back-and-forth motion of the hips (I.6[C1, green
data) but also prompted a tail swing to the opposite side with remarkably consistent kinematics
(I.6[C, red data).

Surprisingly, tilts directed away from the tail ("Contralateral (CL) tilt";[I.6B) also triggered
tail responses with mirrored kinematics and nearly identical speed profiles (IL, 2.20 + 0.037
rotations per second (rps); CL, 2.12 £ 0.038 rps; p = 0.15), despite the movement being
restricted by the tail contacting the ridge (I.6C1-C3). Since the tail cannot provide additional
counterweight during CL tilt trials, the primary mechanism by which the tail aids in balancing
may be related to rotational momentum rather than simply shifting the mouse weight.

To determine whether the angular momentum generated by the tail’s swing could make a
sufficient compensation, I developed a simple mechanical model. This model approximated the
mouse body as a cylinder and the tail as a rigid rod attached to the cylinder’s base (I.6D; see
appendix A for model details). Using body part weights from carcasses and angular velocities
from live experimental animals, I estimated the angular momenta that the ridge-tilt conditions
would induce in the body and the theoretical compensation provided by the tail and body rotation.
Given that contralateral tail movements were restricted due to ridge contact (evidenced by the
limited movement range in[I.6/C) and the compensatory momentum largely depends on the tail’s
position at the onset of the tilt, I primarily focused on ipsilateral trials for the analysis.

Despite making up for only a small fraction of the body mass (2.56 £+ 0.12 percent of the
body without the tail), the mouse tail’s movement generates compensatory momentum with a
peak magnitude comparable to that produced by the rest of the body (I.6E1). Additionally, the
total momentum generated by the tail exceeded that of the body during the tilt (I.6E2). This is
due to the tail’s high speed (up to 6 full rotations per second) and its continuous rotation nearly
throughout the 190 ms tilting motion, whereas the hip movement stops earlier (time to peak
position for tail and hips during IL tilts: 0.16 + 0.0014 s and 0.12 + 0.0016 s, unpaired two-
sample t-test p < 0.001). Ultimately, the combined compensatory momentum from the body
and tail accounted for over 80 percent of the total estimated rotational momentum experienced
by the body in response to the ridge tilt (I.6E2, blue).

Adjustments of the tail to decrease in platform width

Furthermore, I tested if the the tail and body were affected by changes in the magnitude of
perturbation (tilt angle), increasing it to 30° ('L’ tilt) or decreasing it to 10° (’S’ tilt) (L.7AL).
To assess the relative difficulty of different tilts, I measured their impact on the mouse’s forward
movement 2—4). The performance of mice under 10 or 20-degree tilts was similar, but the
largest tilt (30 degrees) posed a greater challenge, leading them to stop completely (defined as
forward speed less than 1 mm/s, previously defined as the immobility threshold in [32]]) and
significantly reducing the distance traveled in the 0.5-second window following the tilt (1.7]A3-
4). Therefore, mice could not fully compensate for the largest tilt perturbation and had difficulty
maintaining forward movement.

When analyzing the time courses and magnitudes of compensatory momentum originating
from the tail and body, I showed that the tail swing duration increased slightly with medium tilts
compared to short tilts (I.7B1, red). However, with long tilts, the tail movement was restricted
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by contact with the opposite side of the ridge. As a result, the total compensatory momentum
could not increase further (1.7B2). Without additional modulation of the hip movements, this
led to incomplete compensation for the perturbation during long tilts (I.7B3).
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Figure 1.7: Tilt duration and ridge width effect on tail response to external perturbations. A, effect
of tilt amplitude on balancing performance. A1, three tilt angles used: short (S), medium (M), long (L).
A2, decrease in forward velocity of the mice during perturbations. Dashed line indicates threshold value
for immobility (1 mm/s). A3, effect of larger tilt on task performance quantified as extent of slowing from
pre-tilt-velocity. A4, distance travelled during the 0.5 sec following a tilt. Data from 15 mice; number of
trials on each tilt amplitude indicated in panel A2. B, effect of tilt amplitudes on tail and body responses.
B1, time course of the tail (red traces) and body-generated (green traces) angular momenta opposing
the tilt-induced momenta (gray traces). Shading denotes tilt durations and the time windows from which
total momenta are calculated in B2-B3. B2, total angular momenta generated by the tail and body during
tilts. B3, total momenta for the tail, body, and their sum as a fraction of the total tilt-induced momentum.
C, narrowing stance on ridge leads to slight changes in tail swing response. C1, schematic depicting
different alignment of hind paws on narrow and wide ridges. C2, time course of tail and body angular
momenta in response to medium-duration tilts on ridges of different widths. Shaded area indicates tilt
duration; dashed line denotes division into early and late halves used in C3. C3, total momentum of the
tail response increase on narrower ridges during early phase of the response (top panels) but not late
phase (bottom panels). Data are presented as the mean = SEM, and statistical comparisons were con-
ducted using one-way ANOVA followed by Bonferroni’'s post-test (*p<0.05, **p<0.01, and ***p<0.001).
Figure from preprint [31].
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The kinematic invariance (i.e., consistent speed profile) of the tail responses to both ipsilateral
and contralateral tilts (I.6[C) suggests it may be a previously overlooked balancing reflex, similar
to other corrective motor programs related to balance [33)134]. To determine if tail swing and
body rotation responses are influenced by proprioceptive context, I repeated the experiments
using ridges of different widths (4, 5, 8, and 10 mm), which caused the mice to adopt slightly but
significantly different postures (I.7c1). Focusing on the early phase of compensatory responses,
which are most likely to be affected by different body configurations, I observed a slight trend
towards higher tail-generated compensatory momentum on narrow ridges (ANOVA p < 0.5;
[1.7C3) during the first half of the response, while no effects were seen in momentum generated
by body rotation. No differences were found in either body- or tail-originating momenta in the
late phase of the response.

Balance performance in different degrees of challenging conditions

The variations in tail kinematics on the narrowest ridges likely indicate increased balancing
challenges, as shown by the gradual and significant rise in slips during traversal and a reduction
in traversing speed in trials without tilt perturbation (I.8]A1-2). To better understand how mice
use their tails for such precarious locomotion, I needed to develop more precise metrics of
balancing performance, since simply counting paw slips might not provide enough information.
Therefore, I complemented the paw slip counts with additional metrics based on the center of
mass (CoM) position relative to the lateral extent of the base of support.
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Figure 1.8: Effect of ridge width on body posture and task performance. A, quantification of ridge
traverse performance by number of paw slips (A1) and traversing speed (A2). B, TRT performance
based on Center of Mass position. B1, percentage of frames in which the Center of Mass (CoM) was
within the Base of Support (BoS), as determined by the ridge edges (schematic on the left). B2, left:
depiction of CoM centrality measure that ranges from 1 (at center of the ridge) to 0 (at or beyond the
edge). Right, top panel: CoM position is less central on narrow ridges. Bottom panel: amplitude of
lateral CoM movement does not differ on narrowest ridges. C, comparison of balancing performance
metrics. C1, paw slip counts versus traversing speed; C2, paw slip counts versus CoM centrality. As
very few paw slips occur on 8 and 10 mm ridges, only 5 and 4 mm trials are shown. Figure from preprint
[31].

As shown in[I.§B2, the animals managed to keep their CoM above the ridge (serving as the
base of support, BoS) in almost all trials, except on the narrowest (4 mm) ridge. On the 5 mm
ridge, the CoM only rarely deviated outside the support base, and even on the 4 mm ridge, the
animals maintained balance for most of the trial (89 + 0.16% of the frames). A complementary
and analogue (instead of binary) measure, "Relative centrality" (I.8B2), is based on the idea
that for the most energy-efficient locomotion, the mouse should aim to keep its CoM as close to
the center of the BoS as possible. I found that mice had no trouble keeping their bodies near the
midline on ridges wider than 5 mm. However, the centrality measure indicates that on the 5- and
4-mm ridges, the CoM position becomes significantly more precarious, as the lateral oscillation
of the CoM related to locomotion cannot be reduced further (1.8B3).

Importantly, the narrower footholds (see schematic in [I.9C) on the 4- and 5-mm ridges
required an adjustment in hind paw posture. Additionally, although mice kept the head and front
body aligned with the platform on all trials (T.9A1, green), on the 5- and 4-mm ridges, their
caudal body posture became angled (I.9)A1, red), likely due to the difficulty of placing paws on
the narrow support. However, the angles of both the front and hind body were not linked to
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slower movement, despite a slight and expected correlation with CoM centrality (T.9)A2-3).

In addition to adjusting their hind-body posture, mice also held their tails at larger angles
relative to the hind body when traversing 4-5 mm ridges (I.9B1). Since the capacity to generate
rotational momentum increases with the angle of the rotating mass [35]], such adjustments could
be part of a motor strategy for mice to compensate for the increasing challenge of locomotion
on narrower ridges. Indeed, mice traversed the ridges more quickly during trials in which they
held their tails at higher angles (normalized to ridge-group means; Figure [[.9B2). However,
as there was no effect of tail angle on the centrality of the center of mass (I.9B3), the typical
tail position might contribute to the biomechanical efficacy of locomotion rather than solely
maintaining balance.
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Figure 1.9: Effect of ridge width on body posture and task performance. A1: schematic (left)
and summary of mean alignment angles of front and hind-body with respect to the ridge. A2: posture
adjustment angle does not correlate with traversing speed. A3, increasing body angles (red, back;
green, front) correlates with slightly less central CoM position. B, tail-on-body alignment on different
ridge widths. B1, schematic (left) and summary of mean tail angles with respect to the hind-body angle.
B2, larger tail-on-body angles were correlated with better performance in terms of traversing speed. B3,
tail-on-body angles do not correlate with CoM centrality. In A and B the values are normalized to ridge
width-group means.

Motor strategies of tail control in narrow-substrate locomotion

When mice move on surfaces narrower than their hips, it is expected that their bodies will
exhibit significant roll-plane oscillations, potentially requiring compensation to prevent falling.
Therefore, I proposed that the progressively lateral positioning of the tail on narrower ridges
(I.8E2) might serve as a strategy to generate counteracting momentum to stabilize the hips.
To explore this hypothesis, I monitored the roll-plane movement of mouse tails (I.I0A1, top)
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and hips (I.I0OA1, bottom) from a rear camera view as they traversed unperturbed across the
ridges. Similar to the tail’s increasingly lateral positioning when viewed from above, the tails,
which were held nearly vertical on wider ridges, angled towards horizontal alignment on the
most challenging ridges, while the hips maintained a horizontal orientation.



Why does the tail matter (for balancing)? 22

A1 Tail angle during trial mean B1 Tail and hip angle B2 Mean position
angle .
: - during step cycle 180, % %% ns
2 S 1 ]
1 N = 14 mice ing peak 1% -
| = swing peal 8 oo
- ! QL g9l o __° ____*_%
T E s <
¢ mm g) F
( : ) 10 © 45 \F‘ * ns
“h 0
P T B3 Rotatlon range
150 * ns
. . . 02 S S _JPHEARAN WYY L4
A|2 Hip angle during trial Y 7 r
! g M AAS = 86° hips e 2100 o e
I 4-5mm (0] .o
C 3) - ° | = |1 -
: Paw angular velocity . S0 ms S 501 % ? Soee
3 0 e 0,
at Nty 0w
5°/ms 8 5

4
rldge W|dth (mm)

C Tail and hips momentum cross-correlation during step cycle on different widths
4 mm trials (I"I = 341) 03 B ' o o3 5 mm (n = 489) 8 mm (n =514) 10 mm (n = 478)

§ K

- D Tail and hlps cross-correlation (mean)

i II
swing peak

hips

swing peak
|
(sw Q) suiq swn

10 mm
5 mm
8 mm
4 mm

1l
swing peak

tail momentum

,____

&

Figure 1.10: Tail and hip movements during unperturbed ridge traverse. A1 and A2, rear-view
angle trajectories of tail (A1) and hip (A2) angles of an example mouse traversing ridges of different
widths. One second of the trials is shown starting from the beginning of ridge traverse. Dashed lines
indicate the mean position for the tail in a given trial. Schematics on the left depict the measurements.
B, Tail and hip movements temporally aligned on the contralateral paw swing. B1, mean £ SEM angle
trajectories of tails (red) and hips (green) of 14 mice. Bottom panel shows average of contralateral paw
angular velocity, aligned on the outward peak. B2, mean position of the hips and tail. Data are shown
as averages of single animals over all trials of a given width. B3, range of tail and hips motion through
step cycles. C, cross-correlation between the tail and hip momenta through the step cycles centered on
swing peak. Left, cross-correlogram for the 4mm ridge condition. Cross-correlation values are displayed
in a normalized intensity range between 0.3 (red) and -0.3 (blue). Cross-correlograms for 5mm, 8mm,
and 10mm ridges are shown as smaller panels to the right. "Hotspots" and "coldspots" (see appendix
A) are depicted with dark contours. Dashed red lines indicate swing peak times. D, Mean correlation
values along the diagonal for each ridge width. Darker lines correspond to narrower ridges trials. Red
dashed line indicates time of swing peak. * p < 0.05, ** p < 0.01, ns, p > 0.05. Figure from preprint [31].

Thus, the tail was repositioned independently of hip alignment, similar to the lateral dis-
placement mentioned earlier. Moreover, the oscillatory movement of the initial segment of the
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tail increased notably on narrower ridges. To explore whether there was a consistent change
in tail usage that could affect traversing performance, I analyzed the oscillatory movements of
the tail and hips synchronized with the step cycle (I.I0| B1; see Appendix A for swing phase
definition). Indeed, I observed that mice tails’ oscillations occurred in opposite phases on all
ridges, with both hip and tail angles reaching their maximum deviations from the horizontal
plane during the late phase of the contralateral limb swing. This observation, alongside the
consistent lowering of the tails B2, red) and increased amplitude of oscillation B3,
red), contrasts with the relatively stable movement of the hips observed across all ridges (I.10]
B2-3, green).

When examining the cross-correlation between hip and tail oscillations on the 4mm ridge
(I.IOC, left; high correlation region indicated with red pixels and dark outline), I found that
their movements are most strongly coupled shortly after the contralateral paw’s stance onset.
This coupling is most pronounced when the mouse is traversing the most challenging 4 mm
ridge and diminishes on easier ridges. In contrast, the coupling between the tail and hips
develops a negative correlation with broader ridges (I.I0C, right; blue pixels with a dark
outline), centered around the peak swing phase (cross-correlation values shown along the matrix
diagonal in[I.I0D). This suggests that mice may flexibly engage their tails to provide appropriate
biomechanical support in diverse locomotory contexts.

1.2.3 Aim 3: Assessment of behavioral performance in the ridge with
Maternal Immune activation (MIA) mice

This part of the project was done in collaboration with Yang Mi, a PhD candidate from an im-
munology lab at OIST. In this project we used the ridge test to assess the behavioral impairment
in a mouse model of autism via mother infection during pregnancy: Maternal immune activation
(MIA). Infections and various environmental factors appears to affect embryonic neurodevelop-
ment and vulnerability to neurodevelopmental disorders. Borrell et al. ([36]) initially observed
that mice offspring exposed to maternal immune activation (MIA) displayed impairments in be-
haviors such as prepulse inhibition (PPI), akin to those seen in patients with ASD. Bergdolt and
Dunaevsky ([37]]) reviewed the range of behavioral alterations in MIA offspring associated with
neurodevelopmental disorders, such as social communication, as well as male-specific increases
in repetitive behaviors. Such alterations are associated with cerebellar abnornal development.
We assessed the motor skills of adult offspring, both male and female, who were exposed to
maternal immune activation (MIA), compared to a control group, using the ridge, as well as a
battery of more classical behavioral tests (open field, grip strength, balance beam, and righting
reflex). Mice were tested on the 4mm ridge. Our findings showed that both male and female
MIA-exposed offspring experienced twice as many hind-limb slips as controls (male: p < 0.01;
female: p < 0.05). Interestingly previous literature using the beam failed to report MIA-induced
impairment in motor coordination ([38]). Additionally, male MIA-exposed offspring exhibited
a notable decrease in crossing speed (p < 0.001), while female MIA-exposed offspring did not
(p = 0.5699). However, motor performance in the open field test and grip strength were similar
between MIA-exposed offspring and controls. Moreover, the tail position does not seem to be
affected in MIA mice VS control during ridge crossing. Other parameters, such as speed and
likelihood of producing swing movements, have not been currently measured. Hence more
detailed analysis is needed. These results suggest that MIA impairs balance performance in
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adult offspring without affecting their basic motor activity and muscle strength.
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1.3 Discussion

In this chapter, I described the results from mouse locomotion on a narrow ridge while coun-
tering roll-plane perturbations. This setup reproduces some of the challenges faced by mice in
natural environments, such as walking on narrow surfaces of different widths. These findings
establish that mice initiate high-speed rotational tail movements that deliver substantial angular
momentum, largely counteracting roll perturbations (I.6). These tail dynamics are only slightly
modulated by proprioceptive context defined by the ridge width (1.7), suggesting that tail swing,
triggered by tilts, is a type of all-or-nothing response.

Beyond externally-induced tail movements, I demonstrate purposeful adjustments in hind
body and tail posture during unrestrained locomotion on the ridge. Mice shift their hind-bodies
laterally and lower their tails towards the horizontal plane when locomoting on increasingly
narrow surfaces (I.8). Furthermore, the tails engage in phase-locked oscillatory movements
with respect to the contralateral hindlimb step cycle (I.10). These oscillations and their coupling
with hip movements are more pronounced when traversing narrower ridges, even though hip
rocking remains largely invariant across different ridge dimensions. It seems possible that
the tail is recruited to provide compensatory angular momentum under conditions where the
hip/body rotation is not sufficient to ascertain that the center of mass remains safely within the
base of support. Constructing a more detailed model as well as high-resolution tracking of limb
and body movements could potentially allow deeper understanding of the forces, torques, and
context-specificity of the numerous interacting strategies that mice employ to maintain balance.
Notably, even without opposable digits in their paws, it is to be expected that mice can generate
some amount of stabilizing torque by opposable limb forces depending on the gait used, similarly
to primates [39]. However, taking into account the considerable rear-heaviness of mice (COM is
located 35.66 - 1.87 percent closer to the tail base along the body axis), the relative contribution
of the front limbs is expected to be rather limited.

1.3.1 Description of the tail response to roll perturbations

Maintaining posture and balance is a multifaceted process that involves motor strategies adapted
to various context, encompassing both passive and active responses to self-motion within a
dynamic environment [3]. For example, in healthy humans, "change-in-support" strategies
(adjusting limb positions) are often the most effective way to regain balance. However, when
constrained in paw placement, "hips-and-ankles" strategies (adjusting the body’s center of mass
through torque) become the primary mechanism for balancing [4]. In precarious balancing
scenarios such as walking on narrow beams, humans also use upper-body strategies involving
arm movements [SH7]. Similarly, in mice, while tails are typically inactive when traversing
wide surfaces [40], they are engaged under challenging conditions when movement freedom is
restricted.

Similar to human arms, the mouse tail serves distinct functions depending on the dynamic
circumstances. When encountering sudden tilt perturbations, mice cease locomotion, and their
tails respond swiftly to immediate balance threats by executing rapid rotations at high speeds,
thereby generating stabilizing angular momentum. In contrast, during voluntary locomotion
where the effective base of support is determined by momentary paw placement, the tail’s
behavior undergoes significant changes. Rather than executing large swings, the tail may
function as a stabilizer, a concept proposed by previous research across different species [7]].
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This suggests a role for anticipatory postural adjustments, where the tail’s position and movement
are synchronized with the step cycle to aid in forthcoming dynamic shifts, possibly influenced
by proprioceptive and descending command signals.

Based on the above results we propose that the tail operates akin to a ’fifth limb’, employing
distinct strategies for balancing and locomotion. Hence, a comprehensive understanding of
skilled motor coordination in mouse locomotion would be incomplete without accounting for
the dynamic functions of the tail. Its adaptability in assisting balance and improving locomotion
highlights its importance in intricate motor activities and offers a promising area for future
research in mouse motor control.

1.3.2 Assessment of locomotion performance in balancing tasks

Research into balancing strategies in animals has predominantly centered on larger species such
as cats and humans, focusing on lower limb and trunk movements (see [41] for the role of the
tail in cats and [42] for mentions of tail swings in large primates). A groundbreaking study
by Murray and colleagues [43] has shed light on balancing strategies in mice by investigating
hindlimb muscle activity during yaw plant tilts of the beam they traversed. The study utilized
EMG recordings from hindlimb muscles to observe subtle movements in response to balance
perturbations. I propose that the tail could represent a novel focus for studies on balancing
reflexes in mice. Easily visualized and tracked using markerless methods like DeepLabCut, the
tail offers a previously overlooked yet valuable metric for investigating balance in smaller rodents.
Furthermore, I propose using the estimated Center of Mass (CoM) of the animal within its base
of support as a direct measure of balance performance. Unlike traditional paw-slip metrics
[44], which can be complex to compute and influenced by variables like substrate surface
properties, tracking the CoM trajectory offers a detailed glimpse into the animal’s balancing
tactics. This approach provides a methodologically straightforward yet robust assessment of the
animal’s ability to maintain balance [45]. Integrating CoM-based balance analysis with other
metrics such as traversal speed and frequency of pauses could offer further valuable insights into
dissecting balancing strategies amidst specific motor challenges.



Chapter 2

Anatomical and functional
characterization of circuits for tail control

2.1 Background

In the second chapter of this thesis, I will start by first introducing the neuronal candidates under
investigation proposed to be involved in tail control. I will follow a bottom-up approach, similar
to the framework used in the experimental plan throughout my PhD, to tackle two main questions:
what are the neurons responsible for tail control in the spinal cord, and what supra-spinal inputs
these neurons may receive. For this second aspect, the candidate under investigation is the
vestibular system. Hence, in this background section, I will introduce the neuronal elements
that make up the spinal circuitry of movement, the vestibular system, and the main tools used
for the anatomical and functional dissection of such circuits.

2.1.1 Circuits responsible for movement from and to the spinal cord

The ability to execute a wide range of motor programs is a remarkable trait shared by all
mammals. Each movement involves a precisely orchestrated sequence of muscle contractions,
occurring at set times and with set intensity. Contraction is initiated in skeletal muscle cells,
which in turn are activated by nerve terminals. During development, myoblasts fuse to form
larger structures known as muscle fibers, which collectively constitute a muscle. Each muscle
contributes to movement by exerting force on skeletal bones and thereby interacting with the
surrounding environment.

While skeletal muscles share a common fiber structure, they vary significantly in terms
of innervation, which impacts their control during movement. Muscles with smaller motor
units (groups of fibers innervated by a single motor neuron) contributes to finer motor control
compared to those with larger motor units (which are rather important for generating more
power). This distinction is crucial when considering tasks requiring high dexterity and flexibility,
such as grasping, versus more stereotyped activities like locomotion.

To execute a movement, multiple muscles must contract or relax following a complex and
precise pattern. A muscle synergy can be defined as a functional unit comprising several muscle
groups contracting within a similar time frame that contribute to a set movement. Notably, muscle
synergies are not fixed; they can vary in composition depending on the specific task at hand.

27



Anatomical and functional characterization of circuits for tail control 28

For instance, the muscle synergies involved in locomotion are heavily utilized and reinforced
throughout life, but certain muscles within these synergies may serve different functions and
participate in alternative synergies.

Generation of locomotor pattern

Locomotion, in this document defined as an active shift of body in space, is a basic behaviour
that is essential for the survival of any living organisms. Locomotion comes in a variety of forms
such as walking, swimming, flying, crawling and so forth. In the early 20th century, Sherrington
suggested that all the neurons responsible for generating movement in vertebrates reside within
the spinal cord ([46], [47]). This theory, started from the observation that decerebrated animals
with all peripheral sensory inputs removed were still generating locomotory patterns ([46l]).
More recently, electrophysiolgy recordings from the ventral roots allowed the detection of flexor
and extensor motor neuron pools activity from a spinal cord preparation in vitro. This was
achieved either by adding neurotransmitter agonists or by electrically stimulating the spinal cord
([481, [49]).

It has also been observed that the spinal cord can autonomously regulate locomotor speed
[S0], indicating its capacity not only to generate rhythmic locomotor patterns but also to modulate
locomotor output independently of external influences, such as supraspinal and sensory feedback.
The ability to generate rhythmic locomotor patterns is a conserved trait across evolution, evident
in lower vertebrates like lamprey and Xenopus tadpole, where swimming patterns are generated
through flexion and extension of trunk muscles [S1]], as well as in more complex mammalian
locomotion, characterized by alternating flexion and extension between muscles of the right and
left limbs [48],49].

Central Pattern Generator (CPG) and rhythmic movement generation

Neuronal circuits that can generate a rhythmic pattern without external patterning input (such as
sensory or supraspinal) are called central pattern generators (CPGs, [52]). CPGs are capable of
initiating rhythmic activity and shaping the pattern of actvation onto alpha-motoneurons (MNs,
which in turn are responsible for muscle contraction) during locomotion ([S3]).

A recent study ([54]) used optogenetic to selectively stimulate neurons in an isolated prepa-
ration of spinal cord. This finding indicated that the rhythmic locomotor pattern can be inde-
pendently recorded in the left and right sides of the spinal cord, as well as within different motor
neuron (MN) pools within the same side. However, coordinated locomotor output relies on
the communication across these modules through excitatory, inhibitory, and modulatory mech-
anisms ([55]]). Interneurons (INs) forming the CPGs are functionally connected via chemical
synapses and/or electronic coupling ([56]). While the anatomy and function of the neurons
constituting the CPG have been identified in invertebrates and lower vertebrates ([57/]]; [S8]), the
specifics of the mammalian CPG remain unclear.

Indeed, much remains to be elucidated concerning the cells responsible for rhythm generation
and pattern formation in the mammalian locomotor CPG. Unlike in invertebrates and lower
vertebrates, where a single cell type can initiate both rhythm generation and pattern formation
([S9]]), the mammalian CPG involves different cells types for these functions ([? ], [60]). As
proposed by Brownstone and Wilson in 2008 ([56]), mammalian CPGs require different neuronal
types for rhythm generation and pattern formation. Theoretical models have been proposed to aid
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in understanding the components underlying rhythm generation and pattern formation, including
the model proposed by McCrea and Rybak in 2008 ([61]), which categorizes interneurons (INs)
active during locomotion into two functional levels: rhythm-generating and pattern-forming
INs. Rhythm-generating cells establish the rhythm and frequency for network oscillation, while
pattern-forming cells, activated downstream, regulate the duration and amplitude of motor
neuron activation, essentially controlling the locomotor pattern.

Recent research by Grillner et al. in 2013 ([55]]) has shown morphological differences be-
tween rhythm-generating and pattern-forming cells. The study confirmed that rhythm-generating
INs are predominantly located medially compared to pattern-forming INs. It also revealed that
rhythm-generating cells have shorter axons extending medially and caudally, while pattern-
forming cells have longer axons projecting laterally and toward motor neuron pools. Addition-
ally, rhythm-generating cells are primarily found in the thoracic and lumbar segments of the
spinal cord, whereas this localization is not crucial for pattern-forming cells. Consequently, it is
widely accepted that the mammalian CPG, unlike invertebrates or lower vertebrates, comprises
distinct populations of rhythm-generating and pattern-forming interneurons.

Motoneurons organization in the spinal cord

Primary spinal alpha-motoneurons (in this text referred to as MNs) are spread throughout the
spinal cord in accordance with the muscle fibers they activate. The forelimb and hindlimb
motoneuron pool are located in the cervical and lumbar enlargements. Specifically, MNs
responsible for controlling the muscles of the forelimbs reside in the lateral motor columns at
the lower cervical segment, while those responsible for the distal forelimb and finger muscles’
contraction are positioned dorsally within the same lateral columns. Similarly, MNs that control
hindlimb (HL) muscles occupy the lateral columns but at lumbar levels. This arrangement
of MNs into columns emerges during development under the influence of precise molecular
programs both intrinsic and extrinsic in nature.

Within such motor columns, MNs maintain a topographic organization as well, with those
innervating the same muscles positioned adjacently. This spatial arrangement corresponds with
their shared morphology, which likely plays a crucial role in their activation by similar motor
commands. Such precise organization is vital not only for establishing complex connectivity
with spinal cord interneurons and receiving sensory feedback but also for receiving accurate
input from supraspinal regions.

Interneurons in the spinal cord

The ventral region of the grey matter is composed by not only MNs, but is also populated
by interneurons (INs) of diverse subtypes. Distinct classes of INs are generated throughout
development according to a Sonic Hedgehog gradient (i.e. dorso-ventral arrangement that the
Sonic Hedgehog gene (shh) is responsible for in the spinal cord) coming from the ventral plate
which induces differential transcription factor expression accordingly to its levels ([62]]) ([62]).

Another intriguing aspect of IN differentiation involves classifying them based on their time
of birth, i.e., when neurons become postmitotic. Neurons generated at different time points
exit the cell cycle at specific moments, express different transcription factors, and encounter
distinct extracellular conditions. For instance, premotor neurons to hindlimb muscles, born at
different embryonic stages (E10.5 and E12.5), segregate spatially along the medio-lateral axis
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and connect to functionally antagonistic muscle sets ([63]). Understanding such features of
spinal circuits is crucial for comprehending how brainstem neurons interact with spinal cord
circuits to initiate and regulate motor execution. INs situated in the ventral spinal cord harbor
the "central pattern generators" for locomotion, comprising networks of neurons essential for
the rhythmic and cyclic activation patterns characteristic of quadrupedal locomotion ([64]).

Interestingly, some molecular markers characteristic of spinal cord cell types are also ex-
pressed embryonically in the reticular formation (RF). The overall structure of the RF closely
resembles that of the spinal cord, maintaining a ventro-dorsal organization where motor functions
predominate in the ventral part and sensory functions in the dorsal regions. In the brainstem,
Hox genes serve as the predominant molecular determinants during development, contributing
to the characteristic rhombomeric structure evident at the embryonic level ([65]]). In adulthood,
the segmental organization within the brainstem dissipates, making it more reliable to describe
its structure based on nuclei ([66]). One proposed theory is that interneurons that underlie fast
movements are broadly connected to each other while interneurons that govern slow precise
movements have fewer connections. Ampatzis et al. (2014, [67]) has shown that connectivity
among INs and MNs is organized by speed in zebrafish. V2a INs are recruited by speed of
locomotion in mice as well ([68]]).

Somatosensory afferents in the spinal cord

Somatosensation, comprising touch, pressure, proprioception, temperature, pain, and itch, plays
a pivotal role in animal’s interaction with their environment, with peripheral sensations trans-
mitted to the spinal cord through primary afferent fibers in the dorsal horn ([69]]). The dorsal
horn is divided into six compartments, known as laminae, and has long been recognized as a
key site for somatosensory processing. The primary sensory afferents convey somatosensory
information (first transduces by receptors at the periphery) into different laminas, and they have
been classically defined based on their conduction velocity and myelination into four types:
Aq, Ag, As, and C. C fibers convey nociceptive information, A; fibers transmit a mix of nox-
ious and innocuous tactile and cold sensations, A fibers carry innocuous tactile information,
and A, fibers primarily relay proprioceptive signals [70],[71], ([72]). Primary afferent fibers
form synapses with both excitatory and inhibitory neurons within the spinal cord, including
interneurons and projection neurons ([[73l], [74]).

The spinal dorsal horn also receives direct descending modulation from brainstem regions
such as the rostral ventromedial medulla (RVM) and locus coeruleus (LC), which regulate the
excitability of spinal cord neurons ([75]], [/6]). Neurotransmitter signaling pathways from the
brainstem, including adrenergic, opioidergic, and cannabinergic systems, directly inhibit dorsal
horn neurons and reduce neurotransmitter release from primary afferents, leading to decreased
pain behaviors ([[77]; [[78]).

Longitudinal organization of the spinal circuits

The spinal cord is organized longitudinally based on Hox genes differential expression. The
Hox genes determine the structural (location in the spinal cord), and functional (connection
to certain muscle groups) properties. Studies on mice show diverse distributions of neuron
subclasses across different spinal segments, suggesting segmental variations in function ([79]).
In contrast, zebrafish show more homogeneous distributions along the spinal axis, reflecting
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perhaps different locomotor demands ([80]).

The longitudinal distribution of neuronal subpopulations also affects what type of neuronal
assembly are present at different levels. For instance, interneuron classes exhibit segmental
differences in connectivity, with some forming synapses with distal motor nuclei and others
with axial motor neurons ([81]). Propriospinal neurons can project long axons along the spinal
axis influencing postural control and interlimb coordination ([82], [83]]).

Ascending projections from the spinal cord

The primary ascending spinal tracts include the gracile and cuneate fasciculi, spinothalamic
tracts, and spinocerebellar tracts, with various minor tracts identified through retrograde tracing
(the origins of which remains unclear, [84]). The majority of the dorsal funiculus contains the
gracile and cuneate tracts, which consist of ascending axons from ipsilateral primary afferent
neurons and share consistent anatomy across species [84]. Moreover, a good portion of fibers in
the dorsal funiculus originates from spinal dorsal horn neurons, termed the postsynaptic dorsal
column. The position of the gracile tract is indicated by Pitx2 expression, while the locations of
ventral and dorsal spinocerebellar tracts are determined by previous studies showing their dorsal
shift in the spinal cord. Spinothalamic fibers, traditionally categorized as lateral and ventral
tracts, were found to include a dorsolateral spinothalamic tract in rats.

The dorsal and ventral spinocerebellar tracts transmit proprioceptive and cutaneous signals
from Golgi tendon organs and muscle spindles to the cerebellum for the coordination of dis-
tal movements. These spinocerebellar projections exhibit distinct distribution patterns across
different spinal cord segments. In cats, mossy fiber terminals originating from neurons in the
cervical enlargement are observed in both the anterior and posterior vermis, while those from
the thoracic segment predominantly target lobules 2b-5b in the vermis ([85], [86]). In mice,
cerebellar-projecting neurons are located in various nuclei including the central cervical nucleus,
dorsal nucleus, lumbar precerebellar nucleus, and sacral precerebellar nucleus, with projections
primarily confined to the anterior and posterior vermis. Retrograde labeling indicates ipsilateral
predominance in the dorsal nucleus, lumbar precerebellar nucleus, sacral precerebellar nucleus,
and lumbar border precerebellar nucleus, whereas projections from the central cervical nucleus
are predominantly contralateral.

Brainstem descending neurons for locomotion

Examining behavior as a sequence of movements helps us appreciate the intricate neural pro-
cesses of selecting, tracking, adjusting, executing and learning involved. The brainstem, situated
in the hindbrain and midbrain, serves as a pivotal regulator of physiological functions, particu-
larly of movement ([69]).

Brainstem circuits are responsible for the modulation of speed and direction of locomotion.
Glutamatergic neurons within the mesencephalic locomotor region (MLR), including subdivi-
sions like the pedunculopontine nucleus (PPN) and cuneiform nucleus (CnF), play important
roles in initiation and changes of locomotion, with specific subregions contributing to high-speed
locomotion ([87]). Connectivity between MLR subregions and the lateral paragigantocellular
nucleus (LPGi) in the medulla forms a circuit essential for high-speed locomotion. Optogenetic
stimulation of MLR or LPGi neurons induces forward locomotion, indicating symmetrical dis-
tribution of unilateral locomotion signals, possibly modulated by downstream circuits ([88]]).
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Glutamatergic brainstem neurons expressing the transcription factor CHX10 in the gigantocellu-
lar nucleus (Gi) are implicated in interrupting locomotion and ipsilateral turning behavior, with
distinct populations targeting cervical and lumbar spinal regions. Synaptic input to CHX10-
expressing Gi neurons originates from contralateral superior colliculus neurons, suggesting
influences on orientation-regulating brainstem neurons ([89]).

Besides the reticular formation, the vestibular complex may play a role in locomotion given
its considerable projection to the spinal cord ([90]). A. Murray (2018, [34]) has shown that
vestibulospinal activation identify two distinct cell types in the lateral vestibular nucleus are
required for fast responses to postural perturbation during locomotion. Given the importance
of this system in the presented thesis, I will dedicate the next section to introduce the vestibular
system, from transduction of head movement signal to its motor output via the vestibulospinal
pathway.
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2.1.2 The vestibular system

The vestibular system stabilizes gaze and maintains posture, supporting our sense of movement
and orientation ([91]). The vestibular organs are located in the temporal bone, and they consists
of otolith organs sensing linear acceleration and semicircular canals sensing angular acceleration.
Receptor cells transduce head movement into signal transmitted through the vestibular nerve
(VII cranial nerve) to control eye movements, posture, and balance ([69]). Unlike other
sensory systems, understanding the significance of vestibular function in our daily lives is not as
straightforward. When the vestibular system functions normally, we usually do not perceive a
distinct sensation from its activity because it is integrated with visual, proprioceptive, and other
sensory inputs, resulting in a sense of motion. Moreover, the vestibular system’s crucial roles
in gaze stabilization and postural control are challenging to grasp ([69]). Clinical studies have
shed light on vestibular function, with one notable case being JC, who experienced complete
vestibular loss after streptomycin treatment. He described feeling as if he was inside a flexible
tube while walking and used strategies to minimize symptoms, highlighting the difficulties faced
by individuals with abnormal vestibular function in everyday activities, where even small head
movements can cause gaze instability and postural imbalance ([91]).

Studies in the past few decades have deepened our understanding of the neuronal circuits in the
vestibular system responsible for gaze stabilization, balance, and posture ([92], [1], [93], [94]]).
The vestibulo-ocular reflex (VOR), ensuring clear vision during movement, adapts impressively
to behavioral requirements, offering a model system for understanding neural circuits and
behavior ([91]). Furthermore, the vestibular complex maintains postural equilibrium, adjusting
during self-generated movements and external disturbances mainly through the vestibulospinal
system.

Structure of the vestibular labyrinth

The otolith organs, the utricle and the saccule, detect linear acceleration. They contain hair
cells in a gelatinous matrix with solid CaCOjs crystals (otoconia) covering them. During linear
acceleration, the inertia of otoconia causes them to lag, bending the cilia of hair cells and
either exciting or inhibiting them (depending on the direction of motion of the otoconia wrt the
cilia). This mechanism enables the otolith organs to perceive gravity, as well as transient linear
accelerations. The semicircular canals, arranged orthogonally, detect angular acceleration.
Each canal contains a cupula, an elastic membrane, which deflects according to rotational
movement. Neural output from sensory cells in the canals represents rotational velocity, owing
to mathematical integration of input signals. By integrating information from all three canals,
the brain constructs a 3D representation of head rotation in space.

The vestibular complex

The vestibular complex (in the present document referred also interchangeably with vestibular
nuclei) represents the first central stage of vestibular processing, and it is where vestibular
information is integrated with proprioceptive information from muscles and joints, with the goal
to maintain balance in most mammals [95]]. The vestibular complex of mice can be subdivided
into four major nuclei: Lateral vestibular nucleus (LAV), Medial vestibular nucleus (MV),
Superior vestibular nucleus (SV), Spinal (inferior, or descending) vestibular nucleus (SPIV); as
well as some other more or less prominent subgroups such as the x and y nuclei. The last 2 are
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considered "accessory nuclei of the vestibular complex", as they do not receive direct projection
from the VIII cranial nerve, but maintain a close location and connectivity with the major nuclei
of the vestibular complex.

The axons of the majority of bipolar vestibular nerve afferents extensively branch out and
connect with all subnuclei. Consequently, vestibular nerve (VN) neurons receive inputs from
both regular and irregular afferents (defined based on the regularity of their firing rate, where
the first one is considered to rely on rate coding, and the second one on temporal coding [92]]),
as well as from various semicircular canal and otolith organs. Electrophysiological recordings
in adult rats suggest that approximately 80 percent of VN neurons integrate inputs from both
otolith and semicircular canal stimuli ([96]). This convergence pattern is also observed across
different species such as frogs, mice, cats, and monkeys ([97]]). Predominantly, the convergence
of afferent inputs from semicircular canals and otolith organs occurs in the lateral and dorsal
vestibular nuclei, with lesser involvement in the medial vestibular nucleus. Sparse inputs from
otolith organs are received by the superior vestibular nucleus. Inputs from the utricle mainly
target the dorsal vestibular nucleus, while those from the saccule primarily terminate in the
lateral and dorsal vestibular nuclei. Horizontal and vertical semicircular canals are the primary
sources of inputs to the medial and superior vestibular nuclei, respectively. Neurons in the
vestibular nuclei are functionally classified based on their sensitivity to movement direction and
type, which also reflects their predominant anatomical connections and functional roles.

Medrea and Cullen [98]] recorded from Vestibular-Only (VO) neurons in the vestibular nuclei
in mice (while being exposed to head rotation in a turntable), showing that indeed proprioceptive
and vestibular information is integrated by single VN neurons. Importantly, while during
external applied perturbations neuronal responses are well predicted by summation of neck and
vestibular sensitivities, during self-generated movements neuronal responses are suppressed.
Taking into account that VO neurons send descending projections to the spinal cord, this result
suggests that vestibular modulation of spinal activity is reduced during active motion. This
has important functional implications for the current proposal, and it might indicate that the
vestibular nuclei play an important role in response of external perturbation (platform tilt), as
opposed to self-generated condition (locomotion), where modulation from the vestibular system
to spinal motoneurons and interneurons might be attenuated.

Importantly, however, Medrea and Cullen [98] showed also that bimodal neurons (that is,
neurons that respond to vestibular and proprioceptive stimuli) encode static neck position during
active as well as passive conditions. This result is relevant for studies on the mouse, but
interestingly does not extend to primates (VO neurons do not encode static neck position, [98]).
This difference may depend on the fact that primates often use head-on-body movements, and
they can move their head quite independently from the rest of the body to ensure clear binocular
vision by precise alignment of the axis of gaze. In contrast, mouse head and body motions are
more strongly correlated, and the sensitivity of vestibular neurons to static neck may enhance
spinal reflexes that maintain the head in a stable position with respect to the body. In the next
section I will focus on one of the vestibular nuclei (the lateral one), given that the main hypothesis
of the presented thesis is around its involvement in tail control in balancing.

The lateral vestibular nucleus

The lateral vestibular nucleus (LVN), also referred to as Deiters’ nucleus, is a brainstem structure
essential for processing vestibular information. Itreceives input from the inner ear’s semicircular
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canals and is pivotal in coordinating balance, posture, and eye movement. Although primarily
serving as an output nucleus, the LVN projects to various regions within the central nervous
system ([91]). Notable targets of LVN output include:

1. Spinal Cord: The LVN directly projects to the spinal cord, specifically targeting motor
neurons in the ventral horn. These projections contribute to muscle tone regulation and
control of limb and trunk movements.

2. Medial Vestibulospinal Tract: LVN projections extend to the medial vestibulospinal
tract, which descends bilaterally in the spinal cord. This tract influences motor neu-
rons responsible for postural adjustments, such as the extensor muscles of the trunk and
proximal limb muscles.

3. Reticular Formation: LVN projections also reach the reticular formation, a complex
neuronal network in the brainstem involved in regulating arousal, attention, and vari-
ous autonomic functions. The reticular formation integrates vestibular information to
modulate these functions.

4. Cerebellum: The LVN provides input to the cerebellum, particularly the flocculonodular
lobe and vermis. These cerebellar regions are crucial for coordinating eye movements,
maintaining balance, and adjusting postural control based on vestibular input.

5. Thalamus: Some LVN projections target the thalamus, specifically the ventral posterior
nuclei. The thalamus serves as a relay station, transmitting vestibular information to other
brain regions involved in perception and sensorimotor integration.

6. Cranial Nerve Nuclei: The LVN establishes connections with various cranial nerve nu-
clei, including the oculomotor nucleus (controlling eye movements), the abducens nucleus
(involved in lateral eye movements), and the spinal trigeminal nucleus (contributing to
head and neck reflexes).

The lateral vestibular nucleus (LVN) consists of a diverse population of neurons, including
Deiters’ neurons and interneurons. Deiters’ neurons, located exclusively within LVN, are part
of the vestibulospinal reflexes, innervating extensor motoneurons responsible for antigravity
muscles and receiving inhibitory inputs from the cerebellum. Studies indicate that LVN neurons
exhibit lower input resistance and larger cell size, rendering them less sensitive to sinusoidal
current injections. Additionally, robust inhibitory innervation from the cerebellum to LVN has
been shown, as well as excitatory inputs from utricular, saccular, and posterior canal primary
afferents to Deiters’ neurons ([99]).

Anatomical studies have revealed a topographical organization of neurons within the LVN
[100]. Specifically, rostroventral Deiters’ neurons mostly project to the cervical spinal cord,
while dorsocaudal Deiters’ neurons project to the lumbar spinal cord [[100]. The tonic discharge
and temporal response properties of Deiters’ neurons to inhibitory and excitatory current in-
jections (electrophysiolgy experiments performed in [99]) suggest a requirement for significant
synaptic input to modulate their baseline activity. Contrasting with other neuron types whose
axons descend in the spinal cord, such as reticulospinal neurons and cortical pyramidal neurons
(i.e. they are quiescent at rest, and they fire during locomotion[101]), Deiters’ neurons exhibit
tonic firing rate at rest. This tonic activity may be due to their involvement in postural stability,
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in contrast to neurons involved in voluntary motor pathways ([101]], [102], [103]). In other
words, Deiters’ neurons exhibit low sensitivity or gain, necessitating substantial input to signif-
icantly modify their discharge rate. This aligns with their role in tonically activating antigravity
extensor muscles, where minor signals regarding head and body movement do not appreciably
alter Deiters’ neuron activity.

Importantly, Deiter neurons axons constitutes the major component of the lateral vestibu-
lospinal tract (LVST). This is one of the two most important tracts (together with the medial
vestibulospinal tract) for postural reflexes, and it was a main subject of investigation in this thesis,
hence I will dedicate the sections below to introduce its function, as well as its connectivity with
downstream output.

The vestibulospinal system

In the last century most of the research on the vestibulospinal system has focused on reflexes
and reduced preparations [104]. Thanks to these studies we now know much of the neuronal
substrates involved in neck adjustments following head displacement (VCR), and postural ad-
justments (VSR). The lateral vestibulospinal tract descends from the vestibular nuclei to the
lumbosacral spinal cord [[105]. Stimulation of LVN can elicits EPSP in ankle and knee extensor
motoneurons with a short latency, suggesting the presence of monosynaptic pathways [[106].

Wilson and Maeda [107]] showed that there are short-latency, disynaptic pathways between
the VIII cranial nerve and neck motoneurons as well. In their experiments stimulation of the
anterior and horizontal canals evoked EPSPs in the neck motoneurons, while stimulation of the
posterior canal nerve resulted in IPSPs in the same neurons. These potentials were abolished by
ablation of the medial longitudinal fasciculus (MLF), where most of the disynaptic connections
from the ampulla goes through [107]]. Despite the presence of these short-latency pathways
between VN and neck motoneurons, three observations indicate that the indirect pathways may
play a more important role in VCR.

* Transection of MLF has little effect on phase/gain of neck activity in response to horizontal
rotation.

* Intravenous infusion of sodium pentobarbital, which has a stronger effect on multisynaptic
connections then disynaptic one, shows great decrease in reflex gain.

* VCR shows a great phase lag with respect to discharge in the vestibular nerve and VN
firing. Moreover this lag is higher for lower frequency (strongest at 0.1 Hz), implying that
central pathways perform a partial integration of the signal coming from the labyrinth.

These results suggest that for VCR the functionally more important pathways are multisynaptic.
These pathways possibly involve the reticular formation [108].

Vestibulospinal reflexes

In this section I will review some of the studies that describe reflexes involved with the mainte-
nance of postural equilibrium. This is relevant for the current thesis, given that the circuit I aim
to describe for tail control may resemble the neuronal circuits that control limbs.
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Most of the early studies on vestibulospinal reflexes have been done in decerebrate prepara-

tions [108,109]. These studies were conducted by eliminating the vestibular input (labyrinthec-
tomy), or the proprioceptive input (dorsal roots ablation).
After eliminating the proprioceptive input, neck rotations have particular effects on limb tone.
Pitching the head up decreases hindlimb tone and increases extensor forelimb tone. Roll causes
an increase in extensor tone on the controlateral side to the rotation. Yaw rotations induce
increase in ipsilateral limbs tone [[110]. This suggests that vestibulospinal reflexes may have an
effect on limb motor control as well.

How are limb muscles affected by head movement? The cervical and lumbar enlargements,
which contains motoneurons controlling limb muscles, receive projections from the lateral
vestibular spinal tract (LVST), and reticular spinal tract (RST). LVST activation induces exci-
tation of ipsilateral extensor motoneurons and inhibition of flexors. LVN stimulation shows
monosynaptic excitatory connections with ipsilateral hindlimb motoneurons [106], but also in
this case polysynaptic pathways may play a bigger role. When applying trains of stimulation on
LVN neurons rather than single shocks, the multisynaptic action will have significant impact on
the targeted motoneurons. The involvement of polysynaptic pathways mediated by interneurons
leads to the facilitation observed in [106] and also allows integration of descending vestibular
inputs with supraspinal or non-vestibular segments of the spinal cord.

There are several types of interneurons that may be involved in the integration of different
inputs. C3-C5 propriospinal neurons receive converging inputs from LVST, neck afferents and
reticulospinal neurons, and project to lumbar spinal cord [111]]. Some interneurons located in
the lumbar segment of the spinal cord also receive converging vestibulospinal and reticulospinal
inputs and send their output to motoneurons in the lumbar segment [112]]. Ia interneurons inhibit
some types of flexor motoneurons by activation of la afferents (originating in muscle spindles
of extensor muscles). Grillner [106] describe that Ia interneurons receive a high convergence of
other inputs, such as controlateral cutaneous and high threshold muscle afferents (coFRA).

Some of the interneurons within L4-L5 are excitatory or inhibitory premotor neurons. Their
activity elicits monosynaptic EPSPs or IPSPs in lumbar motoneurons [113]. Stimulation of
LVN neurons has effects on controlateral motoneurons as well, despite the fact that LVST
descends ipsilaterally [114]. A candidate pathway for this entails flexor reflex afferents (FRA),
composed of muscle afferents that elicit ipsilateral flexion and controlateral extension (mediated
by commisural interneurons). [[115]].

So far I have listed examples of LVST action on alpha motoneurons. However most descend-
ing tracts modulate activity of gamma motoneurons, that is motoneurons innervating intrafusal
fibers of muscle spindles. Grillner [116] has shown that LVN stimulation excited monosynap-
tically extensor gamma motoneurons. At the same time, flexor gamma motoneurons where
inhibited by LVN. This suggests that LVN can modulate gamma and alpha motoneurons act-
ing on the same muscle in parallel. Activation of gamma motoneurons can act as a positive
feedback, increasing alpha motoneurons discharge. This effect (so called alpha-gamma linkage)
and the presence of several pathways for vestibular spinal reflexes (VSR) suggests that there are
overlapping motor strategies (i.e. redundancy), which is a fundamental principle in a system
so important for animal survival such a the one meant at maintaining posture. In summary,
in addition to direct vestibulospinal pathways, input from the vestibular nuclei is relayed to
motoneurons via spinal interneurons ([[117], [[118]), and the reticulospinal system [[119]. Such
polysynaptic pathways likely integrate vestibular and proprioceptive signals [95]. This relation
is expanded on in the following section.
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The vestibulospinal and the reticulospinal system

The relation between the vestibulospinal and reticulospinal system has been proposed to play
an important role in postural stability during locomotion [120]. The vestibulospinal system,
together with the reticulospinal system, ensures an appropriate level of muscle tone in the
extensor muscles and modifies this muscle tone in response to changes in the orientation of the
head and/or the body [120].

Neurons of the reticulospinal tract are situated in the pons and the medulla, and project to
the spinal cord via the medial reticulospinal tract, which originates from the nucleus pontis
oralis, the pontis reticularis, and the nucleus reticularis gigantocellularis [121]. Most of these
projections are ipsilateral, and run through the MLF [122]. The lateral reticulospinal tract
comes from the nucleus gigantocellularis and magnocellularis, and projects controlaterally and
ipsilaterally [123]. The reticulospinal tract projects to all segments of the spinal cord making
it a good candidate for playing a role in postural control. Ladpli and Brodal [124] showed
that nuclei in the vestibular complex project to the medial pontomedullary reticular formation,
supporting the idea of a vestibulo-reticulospinal connection. From a functional perspective,
Peterson [125]] showed that neurons in the medial pontomedullary reticular formation could be
activated by electrical stimulation of the vestibular nerve, with latencies suggesting polysynaptic
and disynaptic connections.

The lateral and medial reticulospinal tract have connections with spinal neurons, especially
alpha and gamma motoneurons. Inputs to reticulospinal neurons come from many regions,
including the vestibular system, somatosensory system, and cerebellum. Somatosensory inputs,
originating in high-threshold receptors are also indirect, involving relays in spinal cord and in the
brain stem. Moreover, the ispilateral dentate nucleus and controlateral fastigial nucelus project
to reticulospinal neurons [126].

The role of motor signals and proprioception in vestibular processing

Integrating sensory information, such as proprioception, with motor commands is essential
to construct accurate representations of our environment. These sensory information can be
generated either by external sensory stimuli (exafference), or by self-generated movements (reaf-
ference). In order to make correct interpretation of our environment and select the appropriate
motor response it is fundamental to distinguish between these two sources of information. One
of the first model was proposed in the 19th century by Von Holst [127]. According to this model,
an efference copy is sent to sensory areas to cancel sensory information caused by self-generated
movements. This framework has been adopted across many different fields in neuroscience to
explain visual, somatosensory, auditory, vestibular processing [93].

In the vestibular system sensory reafference is cancelled at the first central stage of processing.
In fact, while vestibular afferents do not distinguish between self-generated versus passive
movements, VO neurons in the vestibular nuclei preferentially respond to passive vestibular
stimulation. Vestibular reafference cancellation has been shown to occur across species, mice,
cats, and non-human primates [[128-H130]]. This cancellation depends on there being a perfect
match between the actual and expected proprioceptive feedback [131]. VO neurons mediate
vestibulospinal reflexes, hence vestibular reafference leads to vestibulospinal reflexes (VSR)
suppression during self-generated movements.

Somatosensory inputs from hindlimbs is very relevant to understand the balance strategies
implemented in terrestrial animals. Studies have shown that VN neuronal activity is modulated
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during passive limb movements, or fictive locomotion [[132,/133]]. However most of those studies
were done in decerebrated animals, which can significantly alter physiological properties of VN
neurons. Importantly, McCall [129] showed that VN firing rate is affected by passive hindlimb
movements also in the awake cat. Interestingly, the encoding of hindlimb movement direction
by VN neurons was more frequent in intercollicular decerebrate animals (81.4 per cent vs 41.5
per cent neurons). Also, sustained firing rate in response to limb flexion or extension was
more frequent in decerebrate animals. The same study also reported modulation in the activity
of VN neurons during voluntary limb contractions. This might be due to an efference copy
signal relayed to the vestibular nucleus and/or a sensory feedback from the limbs. In fact
voluntary muscle contraction provides a stronger proprioceptive feedback than passive hindlimb
movement, especially due to gamma motoneurons activity ([134]).

The vestibulocerebellum and the deep cerebellar nuclei (DCN)

Although it was introduced in passing earlier, I would like to dedicate a section to introduce
the vestibulocerebellum, given its role in sensory integration of proprioception and vestibular
information, and its intimate structural and functional relation with the vestibular system. Despite
the cerebellum not being a focus of study of this thesis, I believe understanding its function has
helped me keep in mind the bigger picture of motor learning when examining the tail response
to balance perturbation.

The vermis and intermediate cerebellum are characterized by two somatotopic maps, one in
the anterior and one in the posterior lobe. The head and trunk are represented by the vermis
(which integrates vestibular, visual and auditory inputs), while the limbs by the intermediate
parts of the cerebellar cortex. The cortex receives inputs from spinal afferents which conveys
information related to step cycle of locomotion (ventral pathway) and sensory feedback during
movement (dorsal pathway) [1335]].

The vermis receives vestibular inputs (either primary or secondary). Specifically the I to V
lobules (anterior vermis) integrates vestibular and neck-related proprioceptive related signals,
while lobules VI and VII of the posterior lobe is related to visual-vestibular processing (infor-
mation regarding visual movement is conveyed by the nucleus prepositus, and the dorsolateral
pontine nucleus (DLPN). DLPN also gets input from the deep layers of the superior colliculus.
Stimulation studies have shown that the oculomotor vermis is implicated in the generation of
saccadic movements. Lesions of oculomotor vermis or the caudal fastigial nucleus (its target
area), impair saccadic movements and smooth pursuit eye movements.

The deep cerebellar nuclei (DCN) consist of 3 nuclei: the dentate nucleus (receiving pro-
jections from the lateral portion of the cerebellum), the interpositus (with inputs from the
intermediate portion of the cerebellar cortex), and the fastigial nucleus (receiving projections
from the cerebellum). This last nucleus is the more tightly linked to the vestibular system,
as it receives direct projetions from the vestibular nerve. There seems to be a topographical
organization of these nuclei, such that the dentate nucleus controls activity of limb extremities
for manipulation of objects, the interpositus control of limbs and the medial (or fastigial) is
related to postural control of axial muscles.

The fastigial nucleus can be functionally divided into anterior and posterior parts, with the
anterior part more sensitive to head velocity in darkness, while the posterior part responds to
pursuit and saccadic eye movements. The rostral fastigial nucleus is involved in posture and head
movement control, projecting to the spinal cord or vestibulospinal neurons and receiving input
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from vestibular organs and neck proprioceptors [136]]. Approximately half of rostral fastigial
nucleus neurons are unimodal (responding exclusively to head movement), while the other half
are bimodal (responding to body motion). The caudal fastigial nucleus receives afferents from
the oculomotor vermis and is involved in voluntary and saccadic eye movements, but not in the
vestibulo-ocular reflex or head movement [[137]].

The anterior and posterior interpositus nuclei contribute to locomotion and reaching, with
lesion studies showing deficits in obstacle avoidance and limb flexion control during locomotion
[138]. These nuclei are also implicated in eye blink conditioning based on single-unit recordings
and lesion studies. The dentate nucleus is involved in voluntary movements, as its stimulation
induces upward eye movements and lesion studies reveal impairments in visuomotor sequence
learning [139]].

2.1.3 Viral strategies to target neurons and reveal connectivity/function

Since the last century, researchers have sought to understand the connectivity between neurons
in the spinal cord and brainstem ([69]). Traditional tracers and toxins, such as Cholera Toxins B-
Subunit (CTB), have been instrumental in identifying the location and molecular characteristics
of MNss innervating specific muscle groups. By utilizing tracers that are transported retrogradely
to cell bodies, researchers have made significant contributions to modern neuroanatomy [140]].
Despite their utility, these techniques possess several limitations, notably the inability to infect
synaptic terminals, specific cell types or spread transsynaptically. Additionally, some methods
necessitate lesioning at the injection site to facilitate tracer penetration, potentially leading to
false positive results. A notable advancement has been the use of viruses engineered to spread
transsynaptically, particularly when combined with mouse genetics, marking a substantial leap
forward in neuroanatomical research [141, [142]].

Viruses have developed very efficient and flexible mechanisms for infecting specific cell
types, making them versatile tools for neuroscience research. They can serve as transsynaptic
tracers, retrograde tracers, or anterograde tracers [143]]. For instance, rabies virus has evolved
to initially infect MNs at the neuromuscular junction and subsequently spread across synapses
throughout the nervous system [144]. Pseudorabies virus has been employed to trace the
network of neurons connected to a specific pool of motoneurons. However, a challenge with
this approach is the potential for multi-synaptic transfer, which is governed only by the duration
of the infection period (where sometimes a few hours can make a significant difference in
the resulted network of neurons trasfected). Despite this limitation, rabies tracing has proven
invaluable for anatomical studies, and there have been intriguing attempts to leverage it for in
vivo physiological investigations [[145]. Nonetheless, researchers have encountered issues with
rabies virus cytotoxicity, which can alter the vitality and physiological properties of infected
neurons. To address this concern, a modified version of rabies virus has been developed and
tested, downregulating its replication machinery post-infection, thereby offering a revolutionary
approach for studying functionally connected neuron populations [146]. In contrast, adeno-
associated viruses (AAVs) are widely used for targeting and infecting neurons at the cellular
level. AAVs offer advantages over rabies viruses, as they do not compromise neuronal vitality
and can be utilized as conditionally expressing tools in conjunction with mouse transgenic
lines expressing Cre or other recombinases in defined neuronal populations. AAVs have been
employed to express various reporter proteins, receptors, and surface channels, catering to the
needs of researchers. The elucidation of AAV molecular biology in recent years has facilitated
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the modification and mutation of viral surface protein expression, enabling the creation of AAVs
with highly efficient retrograde properties [[147].
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2.2 Methodology and Results

2.2.1 Aiml: Characterization of tail motoneurons in spinal cord

In this section I will present the methods and results from the anatomical tracing of tail-MNs in
the sacral spinal cord. I will start by describing the virus injection protocol used, and the tissue
processing, as well as image acquisition and the analysis pipeline. Finally in the results 1 will
describe the localization and morphological properties of the tail-MNs innervating the extrinsic
lateral muscle.

Procedure for virus injection

Viruses carrying fluorescence marker genes (GFP and tdTomato) were used for anatomical
tracing, while viruses carrying genes for optogenetic actuators (ChR2) were delivered for stimu-
lation. All viral constructs were introduced to the desired area by means of stereotactic injection.
For this, the animal was deeply anesthetized by placing it in an anesthesia induction chamber
with 3-4 percent isoflurane, and after the anesthetic state was confirmed, it was fixed in a stereo-
tactic frame with a pair of obtuse ear bars and mouth/nose clamp under constant 1.5 - 2.5 percent
isoflurane anesthesia. The eyes of the animal were covered with eye ointment (Mycochlorin) to
prevent eye drying and damage. A thermal pad was used to control the animal’s temperature.
Using sterile tools, the skin and muscle were penetrated by a glass pipette used to inject the
virus. The skin and soft tissue covering the skull were opened using sterile tools, and a small
(< Imm) craniotomy was created using a surgical drill at the selected location. For spinal cord
injection, the skin and fascia above the sacral spine were opened, and laminectomy was carefully
performed to expose the S1-S4 spinal cord. For tail injection, hair was removed using a shaving
cream and a blade, and the tail was fixed using a spinal cord holder. For brain, spinal cord, and
tail injections, a thin quartz capillary pipette was inserted into the desired stereotactic location,
and a total volume of < 1 ul of solution was injected slowly (<30 nl / min) using a Nanoinjector
(Neurostar, Germany). After injection, the pipette was slowly withdrawn, and the skin covering
the skull or spinal cord was closed with sutures or superglue. Fascia was also sutured in spinal
cord injection. Topical anesthetic was applied to the site of surgery, and systemic analgesic
(carprofen, 7.5 mg/kg, or buprenorphine, 0.05 mg/kg) was administered subcutaneously, and
carprofen-medicated food was provided ad libitum. The animal was closely observed until
recovery from the isoflurane anesthesia. Further deliveries of the analgesic were administered
every 12 hours for 3 days or more.

The virus constructs used were adeno-associated virus (AAV), with capsid AAVS, AAVO,
or AAV retrograde, and promoters were either hsyn or CAG (as specified in our virus trans-
fection protocol RDE-2022-041-2, with titer > 7 x 102 vg/mL). Four to six weeks of la-
beling/transfection time were needed after the injection of viral constructs. During this post-
operative phase, the animals were regularly monitored to detect any possible problems in
recovery.

Tissue preparation and image acquisition

Perfusion and slicing
The brain and spinal cord of C57BL/6 (CLEA Japan, Shizuoka, Japan), was collected after per-
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fusion for perfusion-fixing, the animal was deeply anesthetized with MMB overdose (containing
Medetomidine HCL, 1 mg/ml; Midazolam, 5 mg/ml; and Butorphanol tartrate, 5 mg/ml; dosage
0.05 ml/g) and after they were unconscious (verified with an absence of the toe pinch reflex),
the heart was exposed and the animal was transcardially perfused, first with phosphate-buffered
saline (PBS; pH 7.4) to clear the blood and then with fixative solution (4 percent paraformalde-
hyde, PFA), and finally the tissue was extracted and left in 4 percent PFA overnight. After
fixation, the tissue was immersed in 10 percent sucrose in PBS until it sank (6-12 hours), fol-
lowed by immersion in 20 percent sucrose for another 6 hours, and in 30 percent sucrose in PBS
overnight. The tissue was gently rocked every 2-3 hours, ensuring it did not come into contact
with bubbles or the air surface interface. Coronal brainstem sections, 50 to 100 pm thick, were
cut using a vibratome (5100MZ-plus; Campden Instruments, Loughborough, UK) with ceramic
blades (38 x 7 x 0.5 mm, model 7550-1-C, Campden Instruments, Loughborough, UK) or a
Cryostat (Leica CM1950, Wetzlar, Germany). The sections were then mounted on slides with
Vectashield (H-1200, VectorLabs, CA) mounting medium and covered with 1.5 coverslip glass
(Harvard Apparatus, MA)

Image acquisition

Confocal image stacks were obtained from sections labeled using viral methods with a Zeiss
LSM 880 confocal system (Zeiss, Germany). Low-magnification imaging utilized a 5x objective
(Plan-Apochromat 5x M27; NA 0.16; Zeiss, Germany) with z-steps of less than 10 um. High-
magnification imaging was performed with a 40x objective (Plan-Apochromat 40x Oil DIC
M27; NA 1.4; using Zeiss Immersion oil; Zeiss, Germany) with z-steps between 0.1 to 1 pm
for tissue sections between 50 to 100 pm thick. For multi-channel images acquired in line-scan
mode, the following excitation/emission wavelengths were used: eGFP (and AF 488) at 488 nm
/ 490-535 nm, and tdTomato at 561 nm / 470-655 nm.

Pre-processing overview

Image pre-processing involved applying a gentle Gaussian blur (radius of 1 pixel), before
optimizing brightness levels to enhance the visibility of neuronal soma outlines. Then we traced
neurons with the Freehand selections tool in ImageJ. Vaa3D or Imaris was occasionally used
for examining three-dimensional neuronal morphology. Traced neurons silhouettes somas are
saved in the ROI manager, and a Z projection is performed for comparison of mean gray values.
Overlapping neurons are separated for clarity by dividing the stacks, so that one neuron will be
visible in most of one substack. Measurements are then analyzed, and results are saved in an
Excel sheet. For further processing and analyses, I used custom-scripts in python (via Jupyter
Notebook).

Spinal cord registration onto the atlas

I have adopted a standardized approach to determine the spinal cord segment of interest. This
standardization is based on the length of the line that grossly divides the dorsal horn from the
rest of the spinal cord. The measurements were obtained using the Allen Spinal Cord Atlas.
The following table provides the information to determine the spinal cord segment based on line
length measurements (unit is micrometer).
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Spinal Segment | Line Length Threshold (jum)
S1 < 1600
S2 < 1300
S3 < 1150
S4 <950
Col < 800
Co2 <700
Co3 < 650

Table 1: Line length thresholds for different spinal segments.

After deciding the spinal segment identity, to complete the registration procedure, the
following steps were followed: first, the unique region of interest (ROI) from the atlas was
added to the ROI manager. Then, the same ROI was located on the image to be registered.
Finally, the ’Align Image by Line ROI’ function was used for the linear registration. After
quality check (QC), if the image registration resulted distorted on the dorso-ventral axis, the
procedure was repeated by drawing a second ROI that passes vertically by the central canal
(CC). These steps were repeated manually for each stacks obtained, and a mask containing the
area of interest (either segmented axons or soma location) was extracted and data for the same
mouse and same segment were overlaid with z-projection.

Tail-MNs distribution within the spinal cord

The injection strategy, depicted in panel A involved the administration of either a toxin
(CTB-488) or virus (AAVrg.CAG.eGFP) into the lateral extrinsic muscle, as illustrated in the
microCT scan muscle reconstruction (more details on the reconstruction in Chapter 1). Panel
B shows a representative spinal cord section from levels S3-S4, where the z-projection of
several sections containing labeled tail-MNss is displayed. Notably, the labeled tail-MNs, will be
considered here as putative alpha motoneurons (based on their location in lamina IX and soma
size, as per [148]]), which are the motoneurons responsible for the contraction of the lateral tail
muscle. The labeled MNs are shown exclusively on the right side of the ventral horn (given
that they project ipsilaterally to the right lateral muscle). Panels C and D depict density maps
illustrating the distribution of lateral tail-MNs across S3 and S4 in three mice. These maps are
superimposed on the respective atlas hemisections from the Allen Spinal Cord Atlas (registration
process described above). Additionally, the normalized mean for the distribution of tail-MNs
(N=3) is provided alongside the distribution map. The density map highlights that the tail-MNs
of the lateral extrinsic muscle form a tight cluster in the ventro-medial portion of lamina IX in
S3-S4 spinal cord sections.
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A Injection strategy schematic B Example tail MNs labeled in S3-S4
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Figure 2.1: Distribution of tail MNs in sacral spinal cord. Panel A shows the injection strategy
schematic of the toxin (CTB-488), or virus (AAVrg.CAG.eGFP). The injection was performed in the
lateral extrinsic muscle (red, shown in the microCT scan muscle reconstruction). Vertebra in white is
Co4 for reference. Panel B displays an example of spinal cord sections from level S3-S4 where several
sections containing labeled tail-MNs were overlapped in a z-projection. The labeled tail-MNs (innervating
lateral tail muscle) are shown in the right side of the ventral horn. Panel C and D show the density map
of distribution of lateral tail-MNs for 3 mice in S3 (C), and S4 (D), overlaid with the respective atlas
hemisection (Allen Spinal Cord Atlas). On the side of the overlaid distribution map, the normalized mean
for the distribution of tail-MNs (N=3).

Morphological analysis of the tail-MNs data revealed a possible labeling bias of cholera toxin
subunit B (CTB) and adeno-associated viruses (AAVs) injections. Representative examples of
putative gamma-motoneurons labeled with AAVs and putative alpha motoneurons labeled with
CTB, both situated in lamina IX of a spinal cord section at the S3 level (50 pm thick), are
depicted in Panel A[2.2] Panel B illustrates the distribution of soma area sizes, manually drawn
from stacks spanning from S3 to S4, across four mice. Notably, AAV-labeled neurons (dark
green, n = 348) and CTB-labeled neurons (light green, n = 120) exhibit significantly differences
in distribution, with soma sizes of AAV-labeled MNs being smaller (AAV = 186.2+10.29 um2;
CTB = 670.94+17.54 um2; (t(149) = 3.314, p < 0.01)). This result may be important to consider
when using viruses or other tracers for motoneurons labeling in general.
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Figure 2.2: Selective bias of labeling from CTB Vs AAVs injections. Panel A shows an example of
putative gamma-motoneurons (labeled with AAV), and putative alpha motoneuron (labeled with CTB),
located in lamina IX of an S3 section (50um thick). Panel B shows the distribution of soma area size
manually drawn from stacks from S3-S4 (N = 4 mice) for AAV (dark green, n = 348), and CTB (light
green, n = 120). Confocal acquisition were obtained with a 20x objective (Plan-Apochromat 20x M27;
NA 0.8; Zeiss, Germany).

2.2.2 Aim2: Characterization of vestibulospinal neurons

In this section [ will present the results from the anatomical tracing of vestibulospinal neurons that
project to the sacral spinal cord. This anatomical characterization was an important milestone
of the project, as it reveals a structural link between the vestibular system and the spinal circuits
responsible for tail movement. [ will present the results into two section, firstly the vestibulospinal
axons projection pattern in the spinal cord (with emphasis on the direct projection onto tail-MNs),
and the location of sacral-vestibulospinal neuron in the vestibular complex.

Vestibulospinal axons distribution in the spinal cord

In this section I will present the density map of tail axon projections onto the sacral spinal cord.
Panels A and B in [2.3] depict the sacVS axons distribution density observed across laminas in
spinal cord segments S3 and S4, respectively (N=3). The mediolateral and dorsoventral position
histograms highlights the widespread projection of these axons in the ventral horn, with a peak
distribution between lamina VIII and IX (where tail MNs are distributed). Panels C and D in
[2.3] display the same data, with overlaid tail motoneuron soma density maps for segments S3
and S4, respectively (n = 3). Despite the clear overlap, the density map shows that VeS axons
do not project exclusively to tail MNs.
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Figure 2.3: Density map of tail axons projection onto sacral spinal cord. Panel A-B sacVS axons
in S3 and S4 respectively. Heatmap is normalized to peak intensity and shows the average across 3
mice. Mediolateral and Dorsoventral position histogram highlights the broad projection of these axons in
the ventral horn. Panel C-D show the same data with overlaid tail-MNs soma density maps for S3 and
S4 respectively (n=3).

Interestingly, the highest absolute density of axons is in lamina VII, VIII and IX, where
interneurons, premotor and motor neurons are respectively located, as show in panels A and B
of figure [2.4] for S3 and S4 respectively. To make sure that the results were not biased by the
bigger area of certain laminas I show the normalization by area of the region of interest (panels
C and D from figure[2.4] The normalized distribution interestingly reveals a high axonal density
in the preCerebellar nuclei, that is nuclei in the sacral spinal cord that project mostly to the
vermis of the cerebellum ([[85]]).
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Figure 2.4: Distribution of sacVS axon across laminas. Panels A and B show the sacVS axonal
distribution in S3 and S4, revealing highest axonal density in laminae VII, VIII, and IX. To account for
laminar size variations, panels C and D present the normalized distribution, highlighting a prominent
axonal density in the preCerebellar nuclei as well. Data is shown as mean + SEM and each dot is the
value per one mouse (N=3).

A conditional approach for viral injection was employed to selectively target sacVS neu-
rons (by injecting CRE-expressing virus in the sacral ventral spinal cord, and CRE-dependent
tdTomato-expressing virus in the vestibular complex). The same mouse was also injected in-
tramuscularly in the lateral tail muscle for labeling of tail-MNs (injection strategy shown in[2.5]
panel A). A representative example of a tail-MN labeled with virus (GFP in green) in an S3
spinal cord section is depicted in Panel B, obtained with a 20x objective. Higher magnification
(40x objective) reveals putative synaptic contacts on the primary dendrite and soma. Finally, the
number of tail MNs receiving putative synaptic contacts was estimated manually by counting
how many tail MNs received at least 3 putative synaptic at < 1pm distance from the soma sur-
face (panel C). This shows that 67 4+ 4.51% of tail-MNs labeled with CTB-AF488 also received
putative synaptic contacts from sacVS neurons (n = 74, N = 3). This result is in line with
previous literature in mouse hindlimbs ([34]]).
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Figure 2.5: Vestibulospinal axons form putative synaptic contacts with tail MNs. Panel A shows
the injection strategy used to target selectively sacVS neurons and label in the same mouse tail-MNs.
B shows example of tail-MN labeled with virus (GFP in green) in an S3 spinal cord section acquired
in LSM880 confocal with a 20x objective (Plan-Apochromat 20x M27; NA 0.8; Zeiss, Germany). High
magnification is shown on the right (Objective “Plan-Apochromat” 40x Qil DIC M27; NA 1.4; using Zeiss
Immersoil oil; Zeiss, Germany), highlighting putative synaptic contacts on the primary dendrite and
the soma. In C the quantification of tail-MNs percentage receiving putative synaptic contacts from the
vestibulospinal axons. Each dot is the value per one mouse (n=74, N=3). Shown is mean + SEM.

Morphological characterization and distribution of sacVS neurons

Figure panel A illustrates the injection schematic, which was consistent with the method
described in Figure [2.5] enabling the selective labeling of SacVN soma. In Figure [2.6] panel
B, a high-magnification image (Plan-Apochromat 20x M27; NA 0.8; Zeiss, Germany) of the
vestibular complex shows the distribution of sacVN soma (labeled with tdTomato) within the
complex. Furthermore, Figure [2.6| panel C shows a histogram of the distribution of somata area
size of labeled sacVN compared to labeled nucleus X (nuX) neurons. The somata area size of
labeled sacVN (purple, n=171, N=3) is significantly larger than the labeled nuX neurons (red,
n=47, N=3) (sacVN=670.9£17.24 um2; CTB=186.24+10.29 um?2; (t(216) = 14.29, p < 0.001)).
Key anatomical landmarks, including the 4th ventricle (4V), Vestibular Nuclei (VN), inferior
cerebellar peduncle (icp), trigeminal spinal tract (sp5), and nucleus X (nuX), are annotated for
reference.

A Injection strategy schematic B Vestibulospinal neurons labeled with conditional approach Cc nuX neurons have smaller soma size
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Figure 2.6: sacVN location within the vestibular complex. Panel A shows the injection schematic
(same as Figure to selectively label the sacVN soma. Panel B shows a high magnification (Plan-
Apochromat 20x M27; NA 0.8; Zeiss, Germany) acquisition of the vestibular complex with labeled sacVN
soma (labeled with tdTomato). In C, histogram showing the distribution of somata area size of la-
beled sacVN (purple, n=171, N=3) versus labeled nuX neurons (red, n=47, N=3). 4V=4th ventricle,
VN=Vestibular Nuclei, icp=inferior cerebellar peduncle, sp5=trigeminal spinal tract, nuX=nucleus X.
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Figure displays the distribution of labeled sacVS neurons visualized using napari-
brainrender. The highlighted 3D mesh of the vestibular complex is shown in rose-pink, overlaid
with the atlas in gray. Panel B provides different views of the vestibular complex along with
labeled regions of interest (ROIs) for three mice. The percentage distribution of sacVS neurons
across the vestibular complex shows that most neurons are located in the most rostral position
of the spinal vestibular nucleus (SPIV) (2.7C). In contrast, lumbar-projecting vestibulospinal
neurons (lumbVS) are dispersed throughout the rostro-caudal and dorso-ventral aspects of LVN
according to prior studies in mice ([84], [34]). In summary, by reconstructing the position of
sacVS neurons following the conditional approach illustrated in[2.6]panel A, we found that these
neurons form a distinct cluster in the rostral region of SPIV. This supports the notion that sacVS
neurons represent a distinct subpopulation.
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Figure 2.7: Distribution of sacVS neurons across the vestibular complex. Panel A shows the dis-
tribution of the labeled sacVS neurons in napari-brainrender. In rose-pink, the highlighted 3D-mesh of
the vestibular complex overlaid with the atlas (gray). In panel B, different views of the vestibular complex
and labeled ROls for 3 mice as top, posterior, and side view (B1, B2, B3 respectively). Panel C shows
the percentage distribution of sacVS neurons across the vestibular complex. LAV=Lateral vestibular
nucleus, MV=Medial vestibular nucleus, SPIV=Spinal vestibular nucleus, SUV=Superior vestibular nu-
cleus, x=nucleus X, y=nucleus Y.

2.2.3 Aim3: Optogenetic activation of the vestibular complex

In this section I will describe the methods and results of the functional (optogenetic) manipu-
lation experiments. I will first describe the optogenetic implantation protocol used, and then
move to the results from the stimulation of the vestibular nucleus unilaterally.

Procedure for optogenetic implantation

At the beginning of the fiber implantation surgery, the mouse was induced with 5 percent
Isoflurane and then maintained at 1.8 percent Isoflurane throughout the procedure using a
stereotaxic apparatus. The head was secured using sharp mouse ear bars, and pre-operative
measures included the application of eye ointment, scalp shaving, and Lidocaine ointment
application. An incision was made from between the ears to between the eyes, and the skull was
cleaned of periosteum before being dried. A black enameled 0.4mm needle was installed in the
stereotaxic apparatus, ensuring consistency by marking the groove used in the needle holder.
Bregma and Lambda were marked, and DV was checked not to exceed S0um. The needle was
moved to the midpoint, and pitch was examined, avoiding values larger than 50um. Coordinates
(AP 5.9, ML +-1.55, DV 4.35) were reached, using markers on the skull for reference, and
caution was taken for bleeding over the cerebellum with the use of gelfoam. Drilling was
performed at the marked points, with periodic rechecks of coordinates. Post-drilling, Lambda
and Bregma were rechecked, and the edges of craniotomies were blackened using a sharpie. The
needle was moved to coordinates again, slightly entering the hole, and the ink was scratched to
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create crosshairs. This process was repeated with specific movements to note DV coordinates.
Depth total from the skull was calculated, and the right implant was installed. After returning to
DV 0, the needle was replaced with the fiber implant, moved to the skull surface, and the depth
total from the skull was lowered. A small drop of super glue was applied at the insertion point,
left to cure for 5 minutes, and the implant was released. The second implant was installed on
the left side following the same procedure. While waiting for the glue to cure, a porcelain dish
was stored at -80C. Once cured, dental cement was mixed in the dish and applied to the skull
and implants. The skin was pulled over the cement, stitches were placed in front and behind the
implant, and the mouse number was written on the dental cement. Analgesia was administered,
and the mouse was returned to the cage on a heat pad.

Optogenetic stimulation of VN

In this section I will present the results from the optogenetic activation of vestibular complex.
To achieve this, we used a mixture (50:50) of silk fibroin and virus for expressing ChR receptor
(as shown in [149]) and applied it on the cannula tip (approach diagram shown in[2.8] A). The
cannula was implanted bilaterally on top of the vestibular complex B). This technique
allowed precise and controlled delivery of the viral vectors to the target site within the vestibular
complex.

A B mCherry
AAV-ChR2-mCherry +

silk fibrin

W& [

silk fibroin + AAV —>

Figure 2.8: Approach for optogenetic stimulation of vestibular complex. In panel A, approach
for delivery of virus using silk fibroin applied on the cannula tip. Optic cannulas were implanted bi-
laterally on the vestibular nucleus. In panel B, an example of cannula placement in a brainstem sec-
tion, with region labeled in mcherry due to virus delivery. The tissue was imaged using confocal mi-
croscope (Zeiss LSM880). 4V=4th ventricle, VN=Vestibular Nuclei, icp=inferior cerebellar peduncle,
sp5=trigeminal spinal tract, nuX=nucleus X.

Two weeks after surgery, mice were handled (4 days) and trained on the ridge (1 week),
and [ started experimental recordings 5 weeks after injection (appropriate transfection time
based on the anatomical tracing study presented above). When light stimulation was delivered
unilaterally (500 ms constinous pulse at 2-3mW measured at the tip of optic cannnula) on mice
during locomotion, the most striking response occured in the ridge (4mm) with a robust rotation
of the tail in the roll axis bottom panel). These movements were not consistently evoked
on a flat surface (2.9] top panel and 2.10] panel b), highlighting the different effect that the
activation yielded in different conditions.
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Vestibular nucleus stimulation elicits tail swing on the ridge

Figure 2.9: Unilateral photo-activation of the vestibular complex effect on tail movement during
ridge VS flat surface crossing. One example snapshots from the same mouse, showing the typical tail
movement in response to the photo-activation of the vestibular complex (continuous 500 ms pulse for a
duration of 500 ms, in blue) while crossing a flat surface (top), and ridge (bottom). Colored rectangle
indicates frames capturing the response during the optogenetic stimulation.

Flat surface

Ridge (4mm)

In figure [2.10|1 show the time series average (single line, light shaded), as well as the mean
across mice (N=6 mice, mean plus minus sem) for unilateral photo-activation on the left side
(top panel2.10] A and B, ridge and flat surface respectively), and on the right side (top panel[2.10]
C and D, ridge and flat surface respectively). As shown the optogenetic stimulation leads to tail
movement that is directional dependent on the ridge (left activation elicits a CW tail movement,
while right activation a CCW response), but not on the flat surface.
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VN unilateral stimulation effect on tail movement while crossing the ridge and flat surface
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Figure 2.10: Light-evoked changes in tail roll rotation. Top Left: Mean + SEM light-evoked changes
in tail roll rotation for each animal (n = 5 mice) and across animals (darker red trace). The shaded
blue area represents the time of photo-activation (continuous 500 ms pulse for a duration of 500 ms,
in blue). Insets show what condition is displayed in the plot (ridge or flat surface). Top panels show
tail rotations while mice were crossing the ridge (A), or the flat surface (B). Bottom panels show tail
movement in response to right activation of the vestibular complex in the ridge (C) or flat surface crossing
(D). Downwards traces represent clockwise rotation and upwards traces counterclockwise rotation.

Next I examined the effect of activation on the base of support. As extending the base of
support has been shown to be an effective strategy in response to a balance perturbation [150],
we wanted to show whether such effect can be consistently elicited by unilateral stimulation of
the vestibular complex. Indeed we showed a stark increase in the base of support in response to
the photo-activation on a flat surface regardless of the direction of the stimulation (2.11} panels
A, D, E), but not in the ridge panels B, C). This is to be expected given that during
locomotion on the ridge the base of support cannot be increased by widening the position of the
limbs, contrary to a flat surface.
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Figure 2.11: Effect of stimulation on base of support (BoS) in flat surface and ridge test. Panel
A show example snapshots from one trial, showing the typical effect on the base of support to the
photo-activation of the vestibular complex (continuous 500 ms pulse for a duration of 500 ms, in blue)
while crossing a flat surface (top). Colored rectangle indicates frames capturing the response during the
optogenetic stimulation. Panels B and C show the averaged change of BoS area for each mouse (light
single line), and the average across mice (darker shade, N = 6 mice, mean + SEM) while crossing the
ridge after photoactivation on the left and right implant respectively. Panels D and E show the same for
trials where mice were crossing the flat surface.

Finally, I analyzed the effect of the stimulation on the mouse forward speed. As shown in
(2.12) the optogenetic stimulation decreases speed to the point of stopping the mouse in most
cases (red dotted line), and in some cases the mouse was walking backwards of a few steps (as
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indicated by mean traces below the red line). As mice walk faster on a flat surface as compare
to the ridge ([31]), we observed a stronger decrease in speed on a flat surface, indicating that
the stimulation has in both condition the effect of bringing the mouse to a stop, rather than just
decelerating.

Effect of stimulation on forward speed in ridge and flat surface
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Figure 2.12: Effect of stimulation on mouse forward speed. Left panel represents the change in
forward speed during the photo-activation of the left vestibular complex (continuous 500 ms pulse for a
duration of 500 ms, in blue) while crossing a flat surface (blue), or ridge (green). Right panel shows the
response during stimulation of the right VN. Colored rectangle indicates frames capturing the response
during the optogenetic stimulation.

2.2.4 Aimd: Selective activation of the sacral vestibulospinal neurons

The experimental approach designed for the selective targeting of sacral vestibulospinal neurons
is shown in (2.13), which consists on the injection of a virus leading to the retrograde expression
of ChR (AAVrg.CAG.ChR-tdTomato) into the sacral spinal cord and the bilateral implantation
of optic cannula in the left and right vestibular nuclei. Two weeks after surgical procedures mice
were handled for four consecutive days, and trained on the ridge for another five consecutive days.
Following training the experimental recording started at 5 weeks after the retrograde injection,
to allow appropriate transfection time. As shown in (2.13JA and B) the implants are connected
to the optic fiber via a ceramic sleeve, and the cable is supported by a commutator attached
to a rail with a movable piece, allowing for flexible movement. The cannula was implanted
bilaterally on top of the vestibular nuclei (AP:-5.9, ML:1.55, DV:4.5). Figure (2.13)B1 and B2
shows the anatomical location of the implant in two sections representing the rostral (top) and
caudal (bottom) sections respectively of the right vestibular nucleus (identified by the anatomical
landmark of the 4th ventricle and icp and sp5 tracts, [91]).
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Figure 2.13: Experimental approach for selective targeting of sacral vestibulospinal neurons.
Panel A1 shows diagram of surgery procedure for selective photoactivation, that is injection of retrograde
ChR in the sacral spinal cord, and bilateral implantation of the optic cannula in the left and right vestibular
nuclei. Panel A2 shows a diagram of the behavioral set-up. The implants are attached to the optic fiber
through a ceramic sleeve, and the cable is held through a commutator onto a rail with a movable piece
to allow flexible movement. In panel B the image shown the location of the implant for one example
mouse and vestibular neurons labeled via the retrograde spinal cord injection with td-Tomato at level -6
Bregma (AP), and -6.20 Bregma (AP) in B1 and B2 respectively. 4V: 4th ventricle, icp: inferior cerebellar
peduncle, sp5: facial nerve. Blue rectangle shows the implant placement.

The effect of sacVS photoactivation on tail movement was assessed while mice crossed
the ridge. Tail movement was initially assessed by plotting the single trials time locked to
photoactivation. As shown in (2.14)A the photoactivation does not have a coherent effect on tail
movement (compared to the effect of the entire vestibular nucleus stimulation, as shown on the
plot on the top left). However I noticed that in some instances the activation led to a tail swing
during optogenetic stimulation more than during mocked trials (2.14B1-B2). This observation
led me to hypothesize that the effect of the activation of this pathway is the increase in likelihood
of tail swinging motion. Indeed as shown in (2.14)C1 the tail significantly produces more swing
movements. Next, [ was interested in testing if this activation was directional dependent (i.e. the
side of the stimulation will affect the direction of the tail swing). This was tested by dividing the
trials in ipsilateral (C2, tail is on the same lower quadrant as the stimulation, e.g. tail on the left
and stimulation on the left vestibular nucleus) and contralateral (C3, tail on the opposite side of



Anatomical and functional characterization of circuits for tail control 58

the stimulation). As shown in (2.14)C2 and C3, the effect of the photoactivation on tail motion
depends on whether the tail was placed in the same side of the implant where the stimulation
was delivered (n=7 implants, N=4 mice, mean + SEM).

A1 Ex. VN stimulation A2 Ex.sacVS stimulation A3  Ex.sacVs control

0 025 05 0 025 05 0 025 05
Time (s) Time (s) Time (s)

B1 Ex. Opto trial

C1 % Tail swings (all dir) C2 % Tail swings (Ipsi) C3 % Tail swings (Contra)

60— _ 60— ns
60 "
.
.
40 *x s ° 40|
. LIIR LIIR
®e . .
° .
20 ° 20 20
.. L]
0- o- 0-
Opto  Ctrl Opto  Ctrl Opto  Ctrl

Figure 2.14: Effect of sacVS stimulation on tail swinging movement in the ridge. Comparison
between time series example for one mouse showing changes in tail angle in response to photoactivation
in the vestibular complex (A1), sacVS neurons (A2), and mocked trials (A3) while crossing the ridge.
Panel B shows screenshots response during stimulation of the left sacVS neurons (B1) and mocked
activation in the same mouse (B2). Colored rectangle indicates frames capturing the response during
the optogenetic stimulation. Panel C1 shows the percentage of trials where a tail swing (regardless of
the direction) occurred during the stimulation (n=7 implants, N=4 mice. Mean plus minus SEM). Panels
C2-C3 show the percentage of trials where a tail swing occurred in ipsilateral trials (C2, tail on the same
side of the implant being stimulated), or contra (C3, tail on the opposite side) during the stimulation (n=7
implants, N=4 mice. Mean plus minus SEM).

The effect of sacral vestibulospinal (sacVS) stimulation on the base of support (BoS) was
evaluated while mice crossed the ridge and the flat surface. The averaged changes in BoS area
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for each stimulation are shown with light single lines, and the overall average across all sessions
is presented as a bold single line (n=7 implants, N=4 mice, mean + SEM). Shown in figure
are the changes in the BoS while crossing the ridge during mocked trials and photoactivation
(2.15)A and B respectively). No effect of the activation on the BoS area is shown in either the
ridge (blue) or the flat surface (orange) conditions.
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Figure 2.15: Effect of sacVS stimulation on the base of support on ridge and flat surface. Shown
are the averaged changes of base of support (BoS) area for each stimulation side (light single line), and
the average across all sessions (n=7 implants, N=4 mice. Mean plus minus SEM) while crossing the
ridge (blue) and flat surface (orange) during mocked trials and photoactivation (A and B respectively).
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2.3 Discussion

In this second chapter I described the results from the investigation of the neuro-anatomical
substrate for tail control. I showed that the tail-MNs innervating the lateral extrinsic muscle
form a cluster in the ventro-medial region of the S3-S4 spinal cord. Further, following the core-
hypothesis of this thesis, I investigated what is the relation (if any) between the vestibular system
and the spinal circuits for tail control. Indeed I showed that there is a cluster of vestibulospinal
neurons located mainly in the rostral portion of SPIV. These sacVS neurons’ axons branch out
broadly in the ventral horn of the spinal cord (S3-S4), with the highest density of axons being
located in lamina 8 and 9, where pre-motor and motor neurons are located.

Moreover in the second chapter I described the distinct and context-dependent effects of
vestibular activation on tail movement, highlighting the functional specificity and adaptability
of the vestibulospinal pathways. These findings demonstrate that optogenetic stimulation of the
vestibular complex results in pronounced tail movements, especially during locomotion on a
narrow ridge, whereas the same stimulation induces an increase in the base of support (BoS)
when mice are on a flat surface. This differential response underscores the importance of the
vestibular system in modulating motor outputs tailored to environmental demands and postural
challenges.

2.3.1 Differential vestibular activation effect on ridge and flat surface

The results presented in this chapter show that unilateral optogenetic stimulation of the vestibular
complex elicits robust, directional tail rotations during ridge locomotion. The induced move-
ments are consistent with the hypothesis that vestibulospinal pathways play a crucial role in
maintaining balance and stability by controlling tail position and movement. The observed
clockwise (CW) and counterclockwise (CCW) tail rotations, dependent on the side of vestibular
stimulation, suggest a finely tuned mechanism where the vestibular system communicates with
tail motoneurons to counteract perturbations and maintain equilibrium on narrow surfaces. In-
terestingly, the absence of consistent tail movement on a flat surface suggests that the vestibular
system’s influence on tail dynamics is context-sensitive. The lack of directional tail responses
on the flat surface implies that the vestibular-induced tail adjustments are primarily engaged
during conditions requiring enhanced stability and balance, such as ridge walking. This finding
aligns with previous studies indicating that tail movements are integral to postural control and
stabilization during complex locomotor tasks ([34]).

In contrast to the tail’s specific and directional responses, vestibular activation on a flat
surface predominantly affects the hindlimbs (leading to an increase in the BoS). This response is
characterized by a widening of the limb positions, which serves as a strategy to enhance stability
and counterbalance the effects of vestibular perturbation. The increase in BoS area observed
during flat surface locomotion is in line with the role of the vestibular system in modulating
hindlimb positioning to maintain postural stability. The distinct lack of BoS alteration on the
ridge further emphasizes the context-dependent nature of vestibular influences. On the ridge,
where lateral space is restricted, widening the BoS is not feasible, necessitating alternative
stability mechanisms, such as the observed tail movements. These differential effects under-
score the versatility of vestibulospinal pathways in employing varied motor strategies based on
environmental constraints.



Anatomical and functional characterization of circuits for tail control 61

2.3.2 Tail movement as a primer for balance control?

The differential responses of tail and whole-body to vestibular activation underscore the com-
plexity and adaptability of vestibulospinal control mechanisms. Tail movements provide rapid
and efficient postural corrections during precarious locomotion, while adjustments in hindlimb
positioning offer a robust means to enhance stability on more stable surfaces. This dual strategy
highlights the evolutionary advantage of having multiple, context-specific responses to vestibu-
lar signals, ensuring optimal balance and stability. The selective activation of sacVS neurons
did not produce consistent directional tail movements, but it did increase the likelihood of tail
swings, suggesting that these neurons provide the "vestibular context" to downstream effectors
in the spinal cord. The observation that tail swings were more frequent when the tail was on
the same side as the stimulation highlights the role of sacVS neurons in fine-tuning postural
adjustments in specific contexts.

The lack of significant changes in BoS during sacVS stimulation on the ridge suggests that
tail movements primarily serve to enhance balance in conditions where widening the BoS is not
feasible. On a flat surface, however, the increased BoS area during vestibular complex stimu-
lation indicates that tail movements complement hindlimb adjustments to maintain stability. In
summary, this study demonstrates that tail movements, driven by a specialized group of tail MNs
and modulated by sacVS neurons, play a crucial role in balance control. These movements act
as a primer for maintaining postural stability, particularly in challenging terrains. Understanding
the neural mechanisms underlying tail-mediated balance control can provide broader insights
into the general principles of motor coordination and postural regulation. Ultimately, as dis-
cussed in the first chapter, defining balance as a complex skill necessitates recognizing it as an
integration of multisensory responses, where the vestibular system, proprioception, and motor
pathways cohesively interact to achieve stability and adapt to diverse environmental demands.



Conclusion

The presented body of research addressed the questions of how mice use their tails to maintain
balance and what is the neuronal substrate of this motor program. By demonstrating the role of
the tail in counteracting roll-plane perturbations and maintaining stability on a narrow surface,
these findings complement the traditional focus on limb movements in balance research. Mea-
suring tail movement could introduce a novel metric for dissecting the function of vestibular
circuits in mice, potentially making the study of balance-related reflexes in rodents more acces-
sible (as tail kinematics is possible to track using a camera). This shift in focus towards the tail’s
dynamic contributions not only could enhance our understanding of rodent motor control but also
highlights the tail’s functional versatility as both a reactive stabilizer (in response to external per-
turbations) and an integral part of locomotion (self-generated movements). Consequently, these
insights can influence broader research into the neural and biomechanical strategies employed
by other species, especially other rodents, where similar principles may apply to upper-body and
limb movements during complex motor tasks.

2.3.3 Limitations

As discussed in chapter 1, the movement of the front of the body (front paws or head) was not
measured extensively, so that poses some limits to the ability to capture possible whole body
effect of the tail in balancing. However, using video recording of small head displacements
would be challenging using cameras, and it should rather be done by using a gyroscope implant
attached to their head (which might affect the overall mouse balance). Moreover, I observed that
the back of the mouse shows greater changes to more challenging environments, while the front
remains relatively stable. Therefore I think that the measurements focusing on the back of the
body are sufficient to capture the main role of the tail in maintaining balance during the task.

The lack of an in-depth biomechanical model of the mouse limits the understanding of the
interplay between passive and active components of the tail movement observed. Although the
tail reflex shown here is likely attributed to active tail control, it would be possible there to be an
intrinsic advantage for mice in having a tail (e.g. by lowering their COM). Based on the relative
low weight of the tail compared to its massive relative length, I think that the active control of
the tail could play a bigger role in affecting balance and posture.
This study only shows subtle changes in the tail swing response, despite quite large changes in
the perturbation angle or ridge widths. The tail swing seems to be an all or nothing response that
is triggered when the rest of the body has limitations (in terms of rotational range or maximum
velocity that it can reach). This seems to suggests that the tail serves an auxiliary role in the
complex balancing machinery that allows mice to stay upright.

In the result section of Chapter 2 I showed the directional effect of unilateral stimulation
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of sacVS neurons on tail control in different context. These results, however, cannot rule out
possible effects of collateral projections of the vestibulospinal pathway to target areas in the spinal
cord other than the tail-MNs in the sacral spinal cord. In fact as shown from the anatomical results
in Chapter 2 of this thesis descending pathways have several targets (including different sub-
classes of interneurons), hence it is unlikely that the effects observed on tail excitability originates
exclusively from the direct projections to tail-MNss, also given the need to control motoneurons
pools spread across several segments of the spinal cord in order to generate the tail response
shown here. Characterizing all the possible downstream targets of the vestibulospinal pathway
goes beyond the scope of this thesis, however it will provide useful insights to understanding
how supraspinal information regarding the vestibular context is integrated by different neuronal
populations in the spinal cord to produce appropriate motor responses. One possible way to
understand the selective effect of vestibulospinal axons projection to tail MNs would rely on
a complex experiment involving transynaptic rabies and implantation of optic cannula on the
ventral horn of the spinal cord. This last surgical procedure is only recently becoming viable by
the introduction of microLED probes adapted to mice spinal cord ([151]]). However it has been
tested only on the thoracic spinal cord (and more recently on the cervical) which are significantly
larger than the sacro-coccygeal spinal cord where tail-MNs are located.

Another limitation of this research has been the lack of transynaptic experiments, due to
restriction of the facilities at OIST. Such experiment would have allowed to show the projections
from sacVS neurons formed active synaptic contacts to tail motoneurons (instead I was limited in
referring to the observed synaptic contacts as "putative"). Moreover, by using AAV transfection
for targeting vestibulospinal neurons projecting to the sacral spinal cord (both for optogenetic
and anatomical studies), I could not rely on selective stimulation of tail vestibulospinal neurons
(which is likely a subgroup of the population targeted in the presented optogenetic approach).
However as noticed above, the number and location of the sacVS neurons seem to outline a
selective clustered population of vestibular neurons.

2.3.4 Future directions

Future research should aim to build on these foundational findings by developing high-resolution
models and tracking systems for mouse tail and body movements, allowing for a more detailed
analysis of the forces and torques involved in balance maintenance.

In the last few decades, a lot of effort has been put into building biomechanical-accurate models
of mouse hindlimbs ([152]], [153]), and more recently forelimbs and digits (Eiman Azim’s lab,
unpublished). The most comprehensive up-to-date biomechanical model of whole-body mouse
([154]) focused indeed on modeling hindlimbs and forelimbs given the lack of availability of
anatomical and functional data on other parts of the mouse body. In the present study, I reported
anatomical and functional data for the tail usage, providing an ethologically relevant task in
which the tail is used to maintain balance. The ridge set-up can be easily adapted to allow EMG
recordings, which would help to dissect the contribution of different muscles to the generation
of the tail reflex here described; similarly it would be possible to integrate piezo-electric sensor
sheets on the ridge surface, which could be distributed along the platform to measure the
contribution of changes in the proprioceptive environments to the different balancing strategies
observed in the ridge task.

Further, hereby I presented the analogy of the tail reflex to VOR or VCR. It would be interesting
in the future to study if the tail reflex can be "conditioned", that is if association to conditioning
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stimuli (such as LED, or air-puff) can be used to elicit the tail reflex without the unconditioned
stimulus (i.e. platform tilt), and consequently study the cerebellar contribution to such mode of
learning. Most cerebellar learning studies have used the classical eye-blink conditioning, which
has provided a rich set of insights on the mechanisms involved in learning. However, I think that
using a more naturalistic paradigm could build on the existing knowledge and provide additional
insights on how cerebellar and spinal circuitry interact during locomotion.

Moreover, in the present study I have not used any method for direct or indirect measures of
neuronal activity (such as electrophisiology or calcium imaging respectively). An ingenious set-
up has been recently described for zebrafish ([[155]) to allow recording of calcium imaging and tail
behavioral data in response to roll-perturbations. A similar idea could be adapted to the existing
swing set-up described in chapter 1, and it would allow for an interesting comparison of balancing
strategies and their neuronal substrates between land-based and water-based vertebrates.

Finally, investigating the potential similarities between the tail reflex described in this the-
sis and other vestibular-driven reflexes like the Vestibulo-Ocular and Vestibulo-Collic Reflexes
could further elucidate the tail’s role in balance and stability. Expanding the scope to include
comparative studies across different rodent species and even other small mammals may reveal
evolutionary adaptations and commonalities in balance control mechanisms. Ultimately, inte-
grating these findings with broader research on motor coordination and postural regulation could
lead to new therapeutic approaches for balance disorders in humans, leveraging the principles
of compensatory angular momentum and context-specific motor strategies observed in mice.
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Appendix A

COM measurement using the reaction board

In this study, measurements of body and tail mass and length were obtained from six mice
carcasses. These mice were of the same sex, strain, and age (10-12 weeks) as those used in the
experimental recording. The weight of these mice and the experimental group was compared
to ensure the anatomical measurements extracted from the carcasses can be generalized to the
experimental group, and no significant difference is shown (t(19)=0.27, p=0.7922). The center
of mass (CoM) was determined from these carcasses utilizing the reaction board method. The
reaction board consists of a rigid board supported at each end by an edge. Under one end is a
scale, the other end is elevated such that the board is level. The initial scale reading (R1) as well
as the length of the board between the knife-edges (d) are noted before the measurement. After
placing the carcass, the scale reading increases to a new value (R2). The placement of the added
weight (x) relative to the end (A) determines how much of the carcass weight (W) is reflected
as an increase in the scale reading. If the CoM of the carcass falls exactly half way between the
knife edges, then the increase in thescale reading (R2 — R1) will be exactly half of the carcass
weight. The CoM estimation was used to compute distances between the CoM and the tail base,
as well as the snout. After estmation of the CoM, the tail was dissected at its base from the body
and the weight and length of the tail and the body was measured.

After estmation of the CoM, the tail was dissected at its base from the body and the weight
and length of the tail and the body was measured. See

Table 2.2: Anatomical measurements.

Parameter mean+SEM n Test

Body weight (carcass) (g) 20.27+0.58 n==~6

Body radius (carcass) (cm) 2.0840.15 n=

Tail weight (carcass) (g) 0.54+0.03 n==~06

Tail length (carcass) (cm) 7.05+0.19 n==~6

Whole body weight (carcass) (g) 20.77+0.47 n==~6

Whole body weight (experiment) (g) | 20.40+0.25 n=15 ‘ Whole body weight (carcass VS experiment) p=0.79, t-test(19) ‘
CoM dist to tail base (norm) (carcass) | 35.66+1.87 n==~06

Statistical analysis was performed using unpaired t-test. n refers to the number of mice

Anatomical measurements

In this study, measurements of body and tail mass and length were obtained from six mice
carcasses. These mice were of the same sex, strain, and age (10-12 weeks) as those used in the
experimental recording. The weight of these mice and the experimental group was compared
to ensure the anatomical measurements extracted from the carcasses can be generalized to the
experimental group, and no significant difference is shown (t(19)=0.27, p=0.7922). The center
of mass (CoM) was determined from these carcasses utilizing the reaction board method.

Tilting ridge traverse (TRT) task

The tilting ridge set-up consists of a thin acrylic ridge (4 to 10 mm wide, 50 cm long) attached
on one end to a motor (S3003 Servo Motor, Futaba, Japan) controlled by a Bonsai script that
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can tilt the ridge left and right direction with varying amplitudes. A small platform was placed
at both ends of the ridge for the mouse to comfortably reside before and after the trial. Mouse
movement was recorded at 300 FPS with two high-speed cameras (Blackfly S USB3, Teledyne
FLIR, Wilsonville, OR, USA), one placed 50 cm above the ridge and another at the rear end of
the ridge. Video recordings were saved in mpg format.

Animal training

After 2-week handling and habituation period, mice were trained to cross the platform using
the 5-mm (days 1, 3, 5 of training) and 8-mm (days 2 and 4) ridges. The mice were gently
encouraged to traverse the ridge, using a plastic tube from their home cages placed in front
of them as an incentive if necessary. No food or other rewards were used, and the animals
were not incentivised artificially (e.g. with food deprivation or stressors). Each training session
lasted until the mouse could cross the platform without stops for 10 times in a row. Each
training session lasted for approximately 2 hours. Each mouse underwent such training for three
consecutive days. On the fourth and fifth day random-direction tilt was introduced in 2 out of 5
crossing trials. All 15 mice used in this study successfully acquired the task and traversed the
ridge at the end of the 5th training day.

Tracking tail and body movements

Videos were recorded with the top and rear cameras as described above. The nose, tail, hips
and hind paw trajectories were extracted using DeepLabCut (version 2.1.7; https://github.
com/DeepLabCut/DeepLabCut [[156]). A total of 200 image frames (10 videos selected from
perturbation/non-perturbation trials, as well as different widths, 20 frames/video) were used to
label and train models from both camera views. 90 % of the labeled frames were used for
training, and the remaining 10 % for testing. We used a ResNet-50-based neural network for
1,000,000 training iterations, where the cross-entropy loss plateaued to 0.001. We then used a
p-cutoff of 0.9 to condition the X,Y coordinates for future analysis. This network was then used
to analyze videos.

In addition to the hind body kinematics, position of the body centroid was estimated using
the top camera view as the average position of the mouse body silhouette using a custom-made
script in Bonsai. Silhouette was extracted by first applying a filter to binarize the image (to
separate the region of interest (ROI) from the background), and then extract the ROI centroid.
The point in time were the ROI centroid became visible under the top camera were used to extract
the time-aligned traces captured by both cameras. Out of this trace the 500 points (centered
in time) of the time series were used to compute angles displacement during a trial. Tails and
hips angles time-series were either extracted for the trial, or for a step cycle. A step cycle was
identified based on the peak of the x projection time-series of the contralteral (with respect to
the position of the tail) hind paw marker. This time-point is used to separate the trials based
on steps events and project the time-series of hips and tail angles centered in time around this
event.

Kinematics analysis

Custom Python scripts (Python 3.7.4; Windows 10) were used to compute angles and in-
stantenous velocities for all DeepLabCut-extracted markers, as well as the speed of the Bonsai-
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extracted centroid trajectories. All time series were applied a smooth filter (Hanning smoothing)
of 10 frames (33 ms) before further processing.
Following parameters were computed from the extracted trajectories:

Roll-plane tail angle: the angle of the initial segment of the tail with respect to vertical
as seen from the posterior camera. 180 degrees corresponts to tail pointing up.

Yaw-plane tail angle: the angle of the initial segment of the tail with respect to the ridge,
as seen from the top camera. 0 degrees corresponds to tail pointing straight back.

Hip angle: alignment of a line connecting the two hip markers with respect to vertical, as
seen from the posterior camera. 90 degrees corresponds to horizontal alignment.

Instantenous angular velocity is the frame by frame gradient of the tail angle.

Back angle is the angle between the tail base, the centroid, and the line parallel to the
ridge passing through the tail base. It is used to estimate the mouse back posture while
crossing the ridge. 0 degrees corresponds to the hind body being aligned straight back
along the ridge.

Front angle is the angle between the centroid, the nose, and the line passing through the
nose and parallel to the ridge. 0 degrees corresponds to the head being aligned straight
ahead along the ridge.

Tail-on-body angle is obtained by subtracting the back angle from tail angle (determined
by tail 2nd marker, tail base and the line parallel to the ridge passing through the tail base).
0 degrees corresponds to the tail being aligned straight back along the ridge.

Cross-correlation analysis of tail and hip momemta

The cross-correlation was calculated between hips and tail momentum time bins for trials with
a certain width. "Hotspots" and "coldspots" were defined by collecting cells with values in
positive and negative 5 percentile for the total distribution of correlation and highlighting region
with the highest number of contigous cells.
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Table 2.3: Tail kinematic measurements.

Parameter mean+SEM n Statistical Test
Time to Peak (IL tail) (s) 0.16 = 0.0014 |[n = 168
Time to Peak (CL tail) (s) | 0.14 +0.0017 |n = 167 |IL VS CL p < 0.0001, ¢-test (333)
Time to Peak (IL body) (s) | 0.12 4+ 0.0016 |n = 187
Time to Peak (CL body) (s)| 0.11 + 0.0017 |n = 176 |IL VS CL p < 0.0001, t-test (361)
Reaction Time (IL tail) (s) |0.062 £ 0.00011| n = 168
Reaction Time (CL tail) (s) |0.062 + 0.00012| n = 167 | IL VS CL p = 0.96, t-test (333)
Slope (IL tail) (rotations/s) 2.20£0.037 |n =168
Slope (CL tail) (rotations/s) 2.12+£0.038 |n=167| ILVSCLp = 0.15, t-test (333)

Statistical analysis was performed using unpaired ¢-test. n refers to the number of trials. CL, contralateral
trials; IL, ipsilateral trials.

Table 2.4: Angular momentum attenuation with respect to tilt (IL trials)

Parameter | mean + SEM n p-value (ANOVA)
Attenuation p < 0.0001, ANOVA
Tail 0.51 £ 0.008 | n = 269
Hips 0.33 + 0.010 | n =269 | Tail vs. Hips p < 0.0001 (post-hoc)
Total 0.84 + 0.014 | n» = 269 | Hips vs. Total p < 0.0001 (post-hoc)

Statistical analysis was performed using ANOVA followed by Bonferroni’s post-test. n refers to the num-
ber of trials. IL, ipsilateral.



Appendices

81

Table 2.5: Effect of varying tilt amplitude.

Parameter mean+SEM n p-value (ANOVA)
Max slowing p=0.0010, ANOVA

S 0.94 + 0.0096 | n = 56

M 091 £0.016 | n =57 S vs. M p=0.18 (post-hoc)

L 0.97 £0.0072 | n =60 | M vs. L p = 0.0004 (post-hoc)
Traveled distance (mm) p=0.0004, ANOVA

S (mm) 65.12 +2.83 | n =56

M (mm) 74.05 £3.80 | n =57 S vs. M p=0.75 (post-hoc)

L (mm) 56.92 +2.20 | n =60 | M vs. L p=0.0001 (post-hoc)
Angular momentum (Tail) ((kg*cm)/s) p<0.0001, ANOVA

S ((kg*cm)/s) 1.02 £ 0.049 | n =56

M ((kg*cm)/s) 1.58 + 0.069 | n =57 | Svs. M p < 0.0001 (post-hoc)

L ((kg*cm)/s) 1.63 £0.053 | n =060 M vs. L p=0.97 (post-hoc)
Angular momentum (Hips) ((kg*cm)/s) p=0.17, ANOVA

S ((kg*cm)/s) 1.00 £ 0.070 | n = 56

M ((kg*cm)/s) 1.10 £ 0.078 | n =57 S vs. M p=0.71 (post-hoc)

L ((kg*cm)/s) 1.03 £0.073 | n =60 M vs. L p=0.90 (post-hoc)
Tilt compensation (Tail) p<0.0001, ANOVA

S 0.63 +£0.031 | n =56

M 0.53 £0.023 | n =57 S vs. M p=0.14 (post-hoc)

L 0.38 £0.012 | n =60 | M vs. L p =0.0014 (post-hoc)
Tilt compensation (Hips) p<0.0001, ANOVA

S 0.62 £0.044 | n =56

M 0.37 £0.026 | n=57| Svs. M <0.0001 (post-hoc)

L 0.24 £ 0.017 | n =60 | M vs. L p = 0.0092 (post-hoc)
Tilt compensation (Tail+Body) p<0.0001, ANOVA

S 1.26 £ 0.049 | n =56

M 091 +0.036 | n =57 | S vs. M p<0.0001 (post-hoc)

L 0.61 £ 0.020 | n =60 | M vs. L p<0.0001 (post-hoc)

Statistical analysis was performed using ANOVA followed by Bonferroni’s post-test, with results indicated
with brackets where applicable. S, small tilt, 10 degrees; M, medium tilt, 20 degrees; L, large tilt, 30
degrees. n refers to the number of trials. vs, versus.
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Table 2.6: Effects of varying ridge width during tilted trials

Parameter mean+SEM n p-value (ANOVA)
Early phase ang mom (Tail) ((kg*¥cm)/s) p=0.0175, ANOVA
4mm ((kg*cm)/s) 0.66 = 0.050 | n =57
Smm ((kg*cm)/s) 0.65 £0.032 | n =78 | 4vs.5p=0.98 (post-hoc)
8mm ((kg*cm)/s) 0.59 +0.029 | n =78 | 5vs. 8 p=0.57 (post-hoc)
10mm ((kg*cm)/s) 0.51 £0.032 | n =59 | 8 vs. 10 p=0.27 (post-hoc)
Early phase ang mom (Body) ((kg*cm)/s) p=0.28, ANOVA
4mm ((kg*cm)/s) 0.70 £0.077 | n =57
Smm ((kg*cm)/s) 0.82 £0.050 | n =78 | 4 vs. 5p=0.35 (post-hoc)
8mm ((kg*cm)/s) 0.73 £0.051 | n =78 | 5vs. 8 p=0.46 (post-hoc)
10mm ((kg*cm)/s) 0.69 £0.047 | n =159 | 8 vs. 10 p=0.94 (post-hoc)
Late phase ang mom (Tail) ((kg*cm)/s) p=0.077, ANOVA
4mm ((kg*cm)/s) 0.68 £0.037 | n =57
Smm ((kg*cm)/s) 0.78 £0.026 | n =78 | 4 vs. 5 p=0.051 (post-hoc)
8mm ((kg*cm)/s) 0.71 £0.024 | n =78 | 5 vs. 8 p=0.22 (post-hoc)
10mm ((kg*cm)/s) 0.76 £0.030 | n =59 | 8 vs. 10 p=0.63 (post-hoc)
Late phase ang mom (Body) ((kg*cm)/s) p=0.78, ANOVA
4mm ((kg*cm)/s) 0.41 £ 0.066 | n = 57
Smm ((kg*cm)/s) 0.26 £0.062 | n =78 | 4vs.5p=0.15 (post-hoc)
8mm ((kg*cm)/s) 0.22 £0.040 | n =78 | 5vs. 8 p=0.94 (post-hoc)
10mm ((kg*cm)/s) 0.23 £0.050 | n =59 | 8 vs. 10 p=0.99 (post-hoc)

Statistical analysis was performed using ANOVA followed by Bonferroni’s post-test. n refers to the num-

ber of trials. vs., versus.
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Table 2.7: Locomotory performance on ridges with different widths

Parameter mean+SEM n p-value (ANOVA)
Paw slips p<0.0001, ANOVA
4mm 0.86 £ 0.11 n=14

Smm 047 £0.10 | n=14| 4VSS5p=0.037 (post-hoc)
8Smm 0.076 = 0.02 | n=14| 5VS 8 p=0.0011 (post-hoc)
10mm 0.024 = 0.016 | n =14 | 8 VS 10 p=0.024 (post-hoc)
Traversing speed (cm/s) p<0.0001, ANOVA
4mm (cm/s) 19.05+ 051 |n=14

Smm (cm/s) 20.78 - 0.65 | n=14| 4 VS5 p=0.0017 (post-hoc)
8mm (cm/s) 2337 £0.60 | n=14 | 5VS 8 p=0.0067 (post-hoc)
10mm (cm/s) 26.81 £0.69 | n=14 | 8 VS 10 p=0.0003 (post-hoc)
45mm (cm/s) 36.87 £0.81 | n=14| 8 VS 10 p<0.0001 (post-hoc)
CoM within BoS p<0.0001, ANOVA
4mm 0.89 £0.016 |n=14

Smm 0.97 + 0.0057 | n =14 | 4 vs. 5 p=0.0066 (post-hoc)
Smm 0.99 + 0.00049 | n =14 | 5 vs. 8 p=0.0021 (post-hoc)
10mm 1.00+£ 000 |n=14 8 vs. 10 p=0.15 (post-hoc)
45mm 1.00 £+ 0.00 n=14 8 vs. 10 N/A

CoM lateral movement (mm) p<0.0001, ANOVA
4mm (mm) 1.04 £ 0.063 | n=14

Smm (mm) 085+0.025 |n=14 4 vs. 5 p=0.12 (post-hoc)
8mm (mm) 0.954+0.061 |n=14 5 vs. 8 p=0.62 (post-hoc)
10mm (mm) 1.18 £ 0.097 | n=14 | 8vs. 10 p=0.013 (post-hoc)
CoM centrality p<0.0001, ANOVA
4mm 048 +£0.031 |[n=14

Smm 0.66 = 0.0099 | n =14 | 4vs. 5 p=0.0014 (post-hoc)
8Smm 0.76 = 0.015 | n =14 | 5vs. 8 p=0.0012 (post-hoc)
10mm 0.76 £0.019 | n=14| 8vs. 10p=0.99 (post-hoc)
Slip count/speed (4-5mm) r=-0.55 n =14 | p=0.0020, linear regression
Slip count/Centrality (4-5mm) r=-0.35 n=14 p=0.066, linear regression

Statistical analysis was performed using ANOVA followed by Bonferroni’s post-test. n refers to the num-

ber of mice. vs., versus.
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Table 2.8: Posture on ridges with different widths.

Parameter mean+SEM n p-value (ANOVA)
Front mean (°) p=0.14, ANOVA
4mm (°) 1.99+0.10 | n=14

Smm (°) 1.80 £0.0075 | n =14 | 4 vs. 5 p=0.24 (post-hoc)
8mm (°) 1.75+0.090 | n=14 5 vs. 8 p=0.95 (post-hoc)
10mm (°) 1.78 £0.088 | n =14 | 8vs. 10 p=0.94 (post-hoc)
Back mean (°) p=0.013, ANOVA
4mm (°) 885+094 | n=14

Smm (°) 836058 | n=14 4 vs. 5 p=0.79 (post-hoc)
8mm (°) 6.80 =043 | n=14| 5vs. 8 p=0.022 (post-hoc)
10mm (°) 6.38 2037 |n=14| 8vs. 10 p=0.28 (post-hoc)
Tail-on-body mean (°) p=0.0070, ANOVA
4mm (°) 3024 £1.76 | n=14

Smm (°) 2886 137 | n=14 4 vs. 5 p=0.64 (post-hoc)
8mm (°) 2445+ 1.76 | n =14 | 5vs. 8 p=0.077 (post-hoc)
10mm (°) 2267+ 155 | n=14| 8vs. 10 p=0.19 (post-hoc)
Front mean/speed r=0.300 n =14 | p=0.141, linear regression
Back mean/speed r=0.0498 n =14 | p=0.715, linear regression
Tail-on-body mean/speed r=0.291 n = 14 | p=0.0291, linear regression
Front mean/Centrality r=-0.147 n =14 | p=0.279, linear regression
Back mean/Centrality r=-0.192 n =14 | p=0.155, linear regression
Tail-on-body mean/Centrality r=-0.061 n =14 | p=0.655, linear regression

Statistical analysis was performed using ANOVA followed by Bonferroni’s post-test. n refers to the num-

ber of mice. vs., versus.
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Table 2.9: Tail and hips position and rotational range during a step cycle while locomoting on ridges with
different width.

Parameter mean+SEM n p-value (ANOVA)
Mean position (tail) (°) p<0.0001, ANOVA
4mm (°) 100.7 £ 6.59 | n = 14

Smm (°) 112.1 £537 | n=14 | 4 vs. 5p=0.18 (post-hoc)
8mm (°) 1298 +-3.91 | n =14 | 5 vs. 8 p=0.0019 (post-hoc)
10mm (°) 1358 = 4.15 | n =14 | 8 vs. 10 p=0.049 (post-hoc)
Mean position (hips) (°) p=0.0033, ANOVA
4mm (°) 82.03 +0.60 | n =14

Smm (°) 82.60 £ 0.58 | n =14 | 4 vs. 5p=0.69 (post-hoc)
8mm (°) 84.51 £ 0.55 | n =14 | 5vs. 8 p=0.035 (post-hoc)
10mm (°) 84.32 +£0.61 | n=14| 8 vs. 10 p=0.97 (post-hoc)
Rotation range (tail) (°) p=0.0002, ANOVA
4mm (°) 7594 £6.82 | n=14

Smm (°) 67.71 £5.50 | n=14 | 4 vs. 5p=0.12 (post-hoc)
8mm (°) 52.62 +3.20 | n =14 | 5vs. 8 p=0.020 (post-hoc)
10mm (°) 46.08 +2.95 | n =14 | 8 vs. 10 p=0.042 (post-hoc)
Rotation range (hips) (°) p=0.39, ANOVA
4mm (°) 26.00 £ 0.89 | n =14

Smm (°) 25234+094 | n=14 | 4 vs. 5p=0.84 (post-hoc)
8mm (°) 2458 £1.16 | n=14 | 5 vs. 8 p=0.67 (post-hoc)
10mm (°) 2471 £1.01 | n=14 | 8vs. 10 p=0.99 (post-hoc)

Statistical analysis was performed using ANOVA followed by Bonferroni’s post-test. n refers to the num-
ber of mice. vs., versus.
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Appendix C

Pipeline for Registration of Brainstem Slice onto Atlas

The location of sacral vestibular neurons (sacVIN) within the vestibular complex is described
in this section. Such distribution is obtained after registration of the confocal images onto the
Allen atlas using a custom-adapted pipeline described below: Segmentation and Annotation
in QuPath:

1.

Step 1: Use QuPath software to segment and annotate the regions of interest (ROIs) in
both the source brain images (the images to be registered) and the target brain images (the
reference atlas).

2. Step 2: Export the annotated images and corresponding ROIs from QuPath. These files

will serve as inputs for the ABBA pipeline.

Initial Alignment in ABBA:

1.

Step 3: Import the exported images and annotations into the ABBA (Automated Brain
Alignment) pipeline.

. Step 4: Utilize the interactive transformation tool within ABBA to perform a rough

manual alignment of the source and target brain images. This step involves adjusting the
positioning to ensure an approximate match between the two sets of images.

Refinement with Spline Transformation:

1.

Step 5: Apply the spline transformation in ABBA to correct for local deformations and
anatomical variations between the source and target brains. The spline transformation
works by optimizing a smooth deformation field defined by control points placed across
the brain images.

Global Alignment with BigWarp:

1.

Step 6: Use the bigwarp transformation within ABBA to address larger-scale deformations
and achieve alignment of the global brain structures. BigWarp employs a hierarchical,
multi-resolution approach, allowing for the efficient registration of high-dimensional data,
accommodating significant anatomical differences between the source and target.

Import and Review in QuPath:

1.

Step 7: After completing the registration process in ABBA, import the aligned source
and target images back into QuPath.

. Step 8: Perform further analysis, visualization, and quantification of the registered brain

regions within QuPath. This step ensures that the alignment is satisfactory and allows for
detailed examination of the results.
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Refinement and Iteration:

1. Step 9: If any registrations are found to be unsatisfactory, refine the alignment by re-
exporting the data from QuPath and passing it back into the ABBA pipeline. Repeat the
alignment steps as necessary to achieve optimal registration.

This pipeline provides a systematic approach for accurately registering brainstem slices onto
an atlas, combining the strengths of both QuPath and ABBA for precise anatomical alignment
and analysis.
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