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Abstract

Bayesian analysis is a framework for parameter estimation that applies even in uncertainty regimes
where the commonly used local (frequentist) analysis based on the Cramér—Rao bound (CRB) is
not well defined. In particular, it applies when no initial information about the parameter value is
available, e.g., when few measurements are performed. Here, we consider three paradigmatic
estimation schemes in continuous-variable (CV) quantum metrology (estimation of
displacements, phases, and squeezing strengths) and analyse them from the Bayesian perspective.
For each of these scenarios, we investigate the precision achievable with single-mode Gaussian
states under homodyne and heterodyne detection. This allows us to identify Bayesian estimation
strategies that combine good performance with the potential for straightforward experimental
realization in terms of Gaussian states and measurements. Our results provide practical solutions
for reaching uncertainties where local estimation techniques apply, thus bridging the gap to
regimes where asymptotically optimal strategies can be employed.

1. Introduction

Quantum sensing devices hold the promise of outperforming their classical counterparts. However, since
classical strategies can achieve arbitrary precision, provided that sufficiently many independent probes are
used, the advantage of quantum sensing devices does not lie in the achievable precision. Instead, quantum
strategies provide a faster increase in precision with 7, the number of probes. In an idealised quantum
sensing scenario, the estimation precision can in principle scale at the so-called Heisenberg limit (HL) of
1/nas n — oo. In contrast, classical strategies can at most achieve a precision scaling of 1/4/n, the so-called
standard quantum limit.

In the context of quantum optics, which we are interested in here, the possibility of preparing states with
uncertain photon number means that the number of probes is uncertain. Therefore, the scaling usually
refers to resources such as the mean photon number or mean energy of the probe systems. Nevertheless,
general quantum strategies can result in a quadratic scaling advantage and thus outperform ‘classical’
strategies using the same resources. However, two important factors have to be considered.

First, preparing optimal or at least close to optimal probes and carrying out the corresponding joint
measurements can be complicated and technologically demanding. Moreover, in the presence of
uncorrelated noise the scaling advantage with increasing n persists only up to a certain point, beyond which
only a (potentially high) constant advantage remains [1-3]. Even if one disregards any additional costs
that might incur from trying to combat noise [4, 5], overheads from complex preparation procedures and
the resulting low probe state fidelities may thus invalidate the expected benefits. Consequently, it is
important to identify estimation strategies that can outperform ‘classical’ approaches while being feasibly
implementable as well as robust against noise. For instance, for estimation problems in continuous-variable
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(CV) systems, Gaussian states and measurements are generally considered to be comparably easily
implementable. They allow achieving the HL for many scenarios within the local, also called ‘frequentist’,
paradigm, including the local estimation of phases, displacements, squeezing and others [6—15].

Second, many of these insights are based on the Cramér—Rao bound (CRB). The CRB applies for
estimation with unbiased estimators. It provides a lower bound for the precision via the inverse Fisher
information (FI). Estimators that are unbiased locally (i.e., for specific parameter values) are readily
available, but profiting from their unbiasedness requires precise prior information on the estimated
parameter. The ‘local’ approach is therefore only well-justified when the number of independent probes is
sufficiently large (hence ‘frequentist’), in such a case, the CRB provides the asymptotically achievable limit
on scaling. However, when the available number of probes is limited (some authors [16—18] refer to
‘limited data’ in this context) then local estimation is not well defined. Resulting pathologies can lead to
scaling seemingly better than the HL [19, 20] and even to an unbounded FI for finite average photon
numbers [21]. The available prior information also has to be carefully considered when calculating the
CRB. For instance, for phase estimation with NOON-states, a growing (average) photon number # implicitly
assumes that the prior interval is narrowing with 27 /5. If this is not accounted for, part of the scaling
advantage comes from the increasing prior information, as pointed out in references [22, 23].

This motivates the study of Bayesian estimation approaches for quantum sensing, which we consider
here. In Bayesian estimation, one’s initial knowledge of the parameter is described by a probability
distribution (the prior) which is updated as more measurement data becomes available. The Bayesian
approach is valid for an arbitrary number of probes and can in this sense be considered to be more rigorous
than local estimation, at the cost of introducing a dependence on the prior. However, the influence of the
prior vanishes for larger number of measurements, since the prior knowledge becomes less and less relevant
with growing amount of measurement data. In practice, one may pursue a hybrid strategy, where initial
Bayesian estimation is employed to sufficiently narrow down the possible range of the parameter before
switching to a local estimation strategy with many repetitions.

Here, we consider Bayesian estimation scenarios for quantum optical fields. While much progress has
been made for CV parameter estimation within the local paradigm, in particular, regarding the calculation
of the quantum Fisher information (QFI) [6-9, 11-15] and the associated optimal strategies achieving the
CRB [24-29], CV parameter estimation in the Bayesian setting is much less explored. There, recent work
has provided insight into Bayesian estimation with discrete [30] and CV systems using some specific probe
states, including coherent states [16—18, 31], NOON states [16, 32], and single-photon states [33].
Determining efficient and practically realizable strategies for Bayesian estimation in quantum optical
systems can thus be considered an important link in the development of quantum sensing technologies,
which this paper aims to establish.

Within the Bayesian paradigm, the additional freedom represented by the choice of the prior exacerbates
the difficulty of determining optimal estimation strategies, making it all the more necessary to identify
practically realizable strategies that can also be easily adapted. Here, in particular, we are interested in
identifying strategies for Bayesian estimation considering Gaussian states and Gaussian measurements.
Gaussian states not only permit an elegant mathematical description in phase space, but are also especially
easy to realise experimentally and are by now broadly used [34, 35]. Gaussian measurements, i.e.,
homodyne or heterodyne detection, have been shown to outperform number detection for few repetitions
[17] and to be more robust against noise [27, 36, 37] than photon number detection or ‘on/off’
detection—which discriminates only between the absence or presence of photons.

To broadly investigate the performance of Gaussian states and measurements in Bayesian metrology, we
consider three paradigmatic problems: the estimation of phase-space displacements, phase estimation, and
the estimation of single-mode squeezing. For each task, we provide practically realisable strategies based on
single-mode Gaussian states combined with homodyne or heterodyne detection that allow efficiently
narrowing the prior to the point where local estimation strategies may take over. To set the stage for this
investigation, we briefly review the method of Bayesian estimation and relevant concepts of Gaussian
quantum optics in section 2. In section 3, we focus on the estimation of displacements for Gaussian priors,
and provide analytical results for the achievable precision using single-mode Gaussian states for both
homodyne and heterodyne detection. In sections 4 and 5, we proceed with similar investigations of Bayesian
estimation of phases and squeezing parameters, where we compare the performance of squeezing and
displacement of the probe system. Finally, we discuss our results and provide an outlook and conclusions in
section 6.
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Figure 1. Bayesian quantum parameter estimation. In Bayesian estimation scenarios, prior information encoded in a probability
distribution p(6) is updated based on available measurement data such as observing a particular measurement outcome m,
resulting in a posterior conditional probability distribution p(|m). In quantum parameter estimation, the measurement
procedure consists of preparing the system in a probe state p on which the parameter 6 is encoded by a suitable transformation.
The measurement is represented by a positive-operator valued measure (POVM) with elements E,, representing the possible
outcomes m.

2. Framework

In this section, we provide a brief overview of the relevant concepts in Bayesian estimation (section 2.1) and
Gaussian quantum optics (section 2.2), before we present our results in the following sections. For a more
extensive overview of classical Bayesian estimation theory we refer to [38—40], while more details on local
and Bayesian estimation in the quantum setting can be found, e.g., in the appendix of [41].

2.1. Bayesian quantum parameter estimation

2.1.1. The Bayesian estimation scenario

The framework of Bayesian parameter estimation revolves around updating initially available information
(or a previously held belief) based on new measurement data via Bayes’ theorem, as we will explain in the
following. The initial knowledge of the estimated parameter 6 is encoded in a probability distribution p(6)
called the prior distribution function or ‘prior’ for short. It captures all our beliefs (system properties,
expertise) and information (prior experimental data) about the system under investigation. When a
measurement is performed on the system, the probability p(m|0) to observe the measurement outcome m
in a system characterised by the parameter 6 is called the likelihood, and can be calculated from the
properties of the model used to describe the system and the measurement. Combined with the prior p(6),
the likelihood leads one to expect the outcome m with probability

p(m) = /de p(m|0) p(0), (1)

where the integral is over the support of the prior and it is to be understood as a sum in case of a discrete
parameter. The conditional probability that the estimated parameter equals 6, given that measurement
outcome m was observed, can then be calculated via Bayes’ law, i.e.,

p(m|6) p(6)

p(m) (2)

p(Om) =
The function p(6|m) is called the posterior distribution of the system parameter, after we have updated our
belief with newly available data. The updating procedure, illustrated in figure 1, can be repeated arbitrary
many times, where the posterior of one step serves as the prior in the next step and the measurement
procedure leading to p(m|@) can in principle also be adapted from step to step.

After concluding the measurements, the posterior distribution represents a complete description of all
available information about the parameter. Nevertheless, it is often desirable (even if not strictly necessary)
to nominate an estimator § and a suitable variance to express the result of the estimation procedure. While
the estimator assigns a specific value for 6 to any prior or posterior, the variance quantifies the associated
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uncertainty in the estimate. For parameters § € R, the canonical choice for an estimator is the mean value
of the posterior distribution

O(m) = (0) = /de p(O]m) 6. (3)

In this case, a valid figure of merit for the confidence in this estimate is the variance of the posterior
. 2

Vst (1) = /da p(©lm) |6~ d0m)| (4)
A wide posterior with large variance suggests there is still high uncertainty in our belief about the
parameter, whereas a narrow distribution with small variance indicates high confidence in our estimator.
Since the variance of the posterior generally depends on the measurement outcome, a good figure of merit
for the expected confidence in the estimate provided by a particular measurement strategy is the average
variance of the posterior,

Vpost = /dm P(m) Vpost(m)> (5)

which we will use here to quantify the precision of the estimation process. However, note that in some cases,
the mean and mean square error variance above need to be replaced by more appropriate quantifiers. For
instance, in the case that the parameter in question is a phase, where § = —m and 6 = 7 are identified,

é(m) and Vp,e(m) can be replaced by suitable alternatives, as we will discuss in in section 4. In any given
setting, the task is then to determine estimation strategies that provide sufficiently high precision.

The precision of the estimation procedure generally depends on the shape of the prior, which can in
principle be an arbitrarily complicated distribution. Uninformative priors generally influence the outcome
less than narrow priors, so one should always be careful which amount of information should be encoded in
the prior. However, the influence of the prior on the final estimate generally reduces with increasing
number of measurements, and can be argued to become irrelevant asymptotically, see, e.g., [38, chapter 13].
Consequently, encoding one’s knowledge only approximately using a family of probability distributions
with only few degrees of freedom can help to facilitate a more straightforward evaluation of the
performance of the chosen strategy, while preserving its qualitative features.

For instance, a class of probability distributions is said to be conjugate to a given likelihood function, if
priors from within this class result in posterior distributions that belong to that class as well. Choosing the
prior to be conjugate to the likelihood in this way makes the updating particularly easy, since this only
requires the parameters to be updated to define the posterior distribution uniquely within the chosen class
of probability functions, instead of requiring an entirely new calculation to determine the posterior.
Gaussian distributions are self-conjugate with respect to the mean, e.g. for Gaussian likelihood functions
encoding the parameter to be estimated in their mean, the class of conjugate priors are Gaussian
distributions as well. The following proposition is a well known result in statistical theory [38-40, 42].

Proposition 1. Let the likelihood be Gaussian distributed, p(m|0) = N, (m(0), %) o< Ny (8(m),o?), where
0(m) is the mean of the distribution in 0, the parameter to be estimated. Then a Gaussian prior is the natural
conjugate, i.e., if the prior is Gaussian distributed with p(6) = Ny (o, o), the posterior distribution p(6|m) is
also Gaussian with mean value ju, = [0 1o + 030(m)| /(0§ + o) and variance o, = (0°05) /(05 + 0%).

2.1.2. Bayesian estimation using quantum systems
The framework of Bayesian estimation can easily be applied to a quantum setting, as illustrated in figure 1.
In this case the parameter 6 one is interested in estimating is encoded by a transformation that can generally
be a completely positive and trace-preserving map. However, in many cases, including those we study here,
the transformation is considered to be a unitary Uy that acts on an initially prepared probe state,
represented by a density operator p. The resulting encoded state is then given by p(6) = Uy pU;[. The
measurement of the encoded state can then be represented by a positive operator-valued measure (POVM)
with elements E,, > 0, whose integral (or sum in case of a discrete set of possible measurement outcomes
m) evaluates to the identity on the Hilbert space of the probe, i.e., [dm E,, = 1. In the quantum case the
likelihood is then given by p(m|0) = Tr [E,,p(0)].

In local estimation scenarios with unbiased estimators é, the CRB gives a lower bound for the variance
of the estimator in terms of the inverse FI I [p(m\ 9)] , that is, V(é) > I[p(m|0)]'. Here, the FI depends
only on the likelihood function and is given by

2
[pnl)] = [ampinlo) [; log p(mm] | ©)
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In the asymptotic limit of infinite sample size, the CRB is always tight, since it is saturated by the maximum
likelihood estimator, which becomes unbiased in this limit, see e.g., [43]. Any local estimation problem can
thus be reduced to determining an estimation strategy with a likelihood p(m|6) corresponding to as large a
FI as possible. In the quantum setting, this leaves us with the task of determining suitable probe states p and
measurements {E,, },,. The optimisation of the FI over all POVM:s can be carried out analytically, leading to
the QFI Z [p(#)], and the corresponding quantum CRB [27, 44], V(é) > 1/Z [p(0)]. The QFI can be

expressed in terms of the Uhlmann fidelity F(p1, p2) = (Tr1 /\/PLP2/PL )2 as

g L= VF1p(0), p(6 + dO)]

Zp@)] =l 7
[p(0)] = lim a0 (7)
For the Bayesian estimation scenario, a similar bound exists. The Van Trees inequality bounds the
average variance from below according to
_ 1
(8)

Voot 2 TG + 1 [pml0)]”

where I [p(6)] = [dfp(0) [2 log p(@)]2 is the FI of the prior and I [p(m|0)] = [df I [p(m|6)] p(6) is the
average FI of the likelihood [45, 46]. This inequality is often referred to as the Bayesian CRB, see, e.g., [47].
In contrast to the CRB in the local scenario, this bound is not tight, which means there might not exist a
strategy achieving the equality.

In a Bayesian quantum estimation problem, the Van Trees inequality can be modified to a Bayesian
version of the quantum CRB by noting that the FI is bounded from above by the QFI,
Tip@)] =1 [p(m\ 9)] . Moreover, if the parameter to be estimated is encoded by a unitary transformation
Uy, the QFI is independent of 6. Consequently, the average FI can be bounded by the QFI to obtain the
Bayesian quantum CRB

_ 1

V ost = >
P2 T £ 7 p0)]

(9)

which gives a lower bound for the average variance for all possible POVMs [41]. As before with
equation (8), this bound is not tight.

While well-known methods for constructing optimal POVMs for fixed probe states exist for local
estimation, optimization of the probe state and measurements for Bayesian estimation has to be carried out
on a case-by-case basis and is typically challenging. At the same time, states and measurements that are
optimal for a given prior may require complicated preparation procedures while generally no longer being
optimal after even a single update. Consequently, it is of interest to devise measurement strategies for
Bayesian estimation that are easily realizable and provide ‘good’ performance for different priors. Here, we
provide and examine such strategies for a range of estimation problems in quantum optical scenarios.

2.2. Gaussian quantum optics

As we established before, we are interested in the analysis of scenarios where probe states are quantum states
of the electromagnetic field. In particular, our goal is studying the performance of Gaussian states. To set
the stage for this investigation, we will here briefly summarize the relevant concepts of Gaussian quantum
optics. For a more extensive treatment of CV systems and Gaussian quantum optics we refer the reader to
the references [48, 49] and for the particular context of quantum information processing cf references
[50-55]. Multimode optical fields can be represented as collections of bosonic modes. We consider a CV
system that consists of N bosonic modes, i.e., N quantum harmonic oscillators. To each mode, labelled k,
one associates a pair of annihilation and creation operators, ax and ElZ, respectively. These mode operators
satisfy the bosonic commutation relations [a, El;[] = 0. The mode operators can be combined into the
quadrature operators gy = (ax + &1) / V2 and Pk = i(&l —ax)/ /2. These operators correspond to the
generalized position and momentum observables for the mode k. They have continuous spectra, and
eigenbases {|g) },cr and {|p) } er, respectively. In the simplectic form [56], the quadrature operators are
collected in one single vector X = (g1, p1, - - - qn> Pn) -

The state of such an N-mode system is described by a density operator p € D(H®N), a positive
(semi-definite) and unit trace operator. Alternatively, the state of the system can be represented by its
Wigner function W(x) [57], i.e., a quasiprobability distribution in the 2N-dimensional phase space with real
coordinates g;, p; € R, collected in a vector x = (q1,p1, - - -»qn» PN) -
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Figure 2. Contours of the Wigner functions for single-mode Gaussian states. The Wigner functions are given by Gaussian
distributions of the form equation (10), and are characterised by a complex displacement ¢, a real squeezing strength r and a
squeezing angle ¢. The illustration compares a displaced vacuum state (r = 0) on the left-hand side and a squeezed displaced
state with > 0 and ¢ = 0 on the right-hand side. The width of the latter Wigner function is reduced in the g-quadrature and
increased in the p-quadrature with respect to the coherent state.

2.2.1. Gaussian states
In the cases where the Wigner function of the state is a multivariate Gaussian distribution of the form

exp[—(x —x)'T ' (x — x)]
7Ny/det(T) ’

the states are called Gaussian. Gaussian states are fully characterized by its vector of first moments

x = Tr(xp) and its covariance matrix o = (0y;) = %F. The real and symmetric 2N x 2N covariance matrix
collects the second moments oj; = ({X; — (X;),X; — (X;)})/2. Examples for Gaussian states include the
vacuum state, thermal states as used, e.g., to describe black-body radiation, or coherent states modelling the
photon distribution in a laser. The full description via the vector of first moments and the covariance
matrix allows one to completely and compactly capture an important class of familiar states in an
infinite-dimensional Hilbert space via a finite number of degrees of freedom.

In this paper we investigate the performance of single-mode Gaussian states for Bayesian parameter
estimation. More specifically, we consider coherent and displaced-squeezed states. Coherent states are the
right-eigenstates of the annihilation operator a; such that a;| o), = a|«), and form a basis in the Hilbert
space Hj. They result from applying the displacement operator of the coherent amplitude o € C,

W) = (10)

Di(a) = exp (a&l - oz*Elk) , (11)

to the vacuum | 0),, such that |a), = Di(a)|0),. Coherent states are states with the same covariance matrix
as the vacuum state. For a single-mode coherent state | cv),, the first moment is X = V2[R(a), 3(a)]" and
the second moment is the identity matrix divided by 2, meaning that the variance both in g, and py equals
1/2, saturating the uncertainty relation in a balanced way.

Coherent states are not the only states saturating the uncertainty relation. Indeed, squeezed states are a
larger class of states with this property, while allowing for unbalanced variances of the two canonical
quadratures for each mode, cf figure 2. Squeezed states are obtained by the action of the squeezing operator,

Sk(€) = exp B(&*ai - 5&,12)] , (12)

on the vacuum | 0),. The states Sx(€)| 0), are characterized by a complex parameter £ = re?, where r € R is
the so-called squeezing strength, and ¢ € [0, 27) is the squeezing angle.

Every pure single-mode Gaussian state has minimal uncertainty and can be generated by the combined
action of squeezing and displacement operators on the vacuum state. Such states are therefore entirely
specified by their displacement parameter o € C, their squeezing strength r € R, and their squeezing angle
@ € [0,2m). If squeezing is restricted to a real parameter only, then also a phase rotation

Re(0) = exp (—iea,tak) , (13)

is needed to describe the most general pure single-mode Gaussian state. The vector of first moments of such
a displaced squeezed state |, re') = D(a)S(€)|0) = D(a)R(p/2)S(r)|0) is given by x = v/2[R(av), I()]"
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and its covariance matrix is

oo 1 (cosh 2r — cos ¢ sinh 2r sin ¢ sinh 2r ) (14)

2 sin ¢ sinh 2r cosh 2r + cos ¢ sinh 2r

A unitary transformation is called Gaussian, if it maps Gaussian states into Gaussian states. This class of
unitary operations is generated by Hamiltonians that are (at most) second order polynomials of the mode
operators. Notice that every single-mode Gaussian unitary operation can be decomposed into displacement,
rotation, and squeezing operations. In addition to having a relatively straightforward theoretical
description, Gaussian states and Gaussian transformations are also especially relevant in practice, since they
are typically easy to produce and manipulate experimentally [34, 35].

2.2.2. Gaussian measurerments

Any measurement can be described by a positive-operator valued measure (POVM). In CV quantum
information, it is common to use continuous POVMs, that is, POVMs that are continuous sets of operators
and a continuous range of measurement outcomes. A measurement is called Gaussian if it gives a Gaussian
distribution of outcomes whenever it is applied to a Gaussian state. Gaussian measurements that are
frequently considered in the context of CV quantum information are homodyne [58, 59] and heterodyne
detection [60]. Homodyne detection corresponds to the measurement of a mode quadrature, for example 4.
In this case, the POVM consists of projectors onto the quadrature basis, {|g)(q|} 4er. For heterodyne
detection the POVM elements are projectors onto coherent states { £ |3)(5|} gec. Moreover, we note that it
has recently been shown that every bosonic Gaussian observable can be considered as a combination of
(noiseless and noisy) homodyne and heterodyne detection [61].

3. Displacement estimation

We now consider Bayesian estimation of displacements using Gaussian states and Gaussian measurements.
That is, we assume a displacement operator D(«) as in equation (11) acts on our system, initially prepared
in a Gaussian probe state. We then want to estimate the unknown displacement parameter o« = ag + iay,
with ag, a1 € R. To this end, we focus on estimation strategies based on heterodyne and homodyne
detection. These measurements are covariant under the action of displacement in the sense that the
probability distribution obtained by displacing the probe state gives the same probability distribution
translated by the displacement parameter in the parameter space [62]. Without loss of generality, we can
therefore assume that the initial probe state has not been displaced from the origin, i.e., that our probe state
is a squeezed vacuum state |£) = NG )|0) with S(¢) defined in equation (12). We further assume that our
prior knowledge of the displacement is encoded in a Gaussian distribution of width o that is centered
around «y, 1.e.,

1 lo — ap?
pla) = 3o exp ( 207 ) . (15)

0
Our goal is then to examine the performance of the estimation strategies based on heterodyne and
homodyne detection, including the respective asymptotic behaviour, both in the limit of high photon
numbers and of repeated measurements, and compare the respective results.

3.1. Heterodyne measurement
Let us first consider heterodyne detection, where the measurement is described by the POVM { £|3)(5]} sec.
The probability to obtain the measurement outcome f3, given a displacement of o, is

p(Ble) = T [IBYBID@)IENEID! (@)] = —F (15— a},[6)) (16)

Here, F (p1, p2) is the Uhlmann fidelity of the states p, and p, (defined in section 2.1.2), which reduces to
F ([), 1)) = | (1]@) | for pure states. For two Gaussian states, the fidelity can be written in terms of the
respective first moments X; and X;, and second moments I'; and I'; (cf [7]) as

2 exp[—(x — %) (T + 1) (%1 — %)
VIT1+ o[+ (1= [T )1 = [Ta]) — /(I = TN = [Ta])’

Flp1, p2) = (17)

For simplicity we now assume that our probe state is squeezed only along one fixed direction, i.e.,
0 = 0. This simplifies the following calculation considerably. In particular, this allows us to write the
fidelity, the likelihood, and posterior distribution as products of the corresponding distributions for the real
and imaginary part of the displacements, respectively. In contrast, for the general case of probe states
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squeezed along arbitrary directions, the resulting formulas are unwieldy and complicated, but qualitatively
yield the same behaviour as for ¢ = 0. We therefore refrain from presenting these calculations here.
In our case, we have p; = |8 — @){8 — | and p, = [£)(], for which the first moments are

5 (RB=al) _ (B ax (0
"3‘“‘ﬁ<3[5—a1>“5<&—a1) and Xf‘(o)’

while the second moments are represented by

—2r
Fﬁ*a - 1]2 and FE = (eo e(;r> >

respectively. Accordingly, p(3|«) from equation (16) becomes

exp | — e (Br—ar)*+e " (Bi—ap? }

cosh r

p(Bla) = = p(Br|ar) p(Bi|au), (18)

7 cosh r

where the distributions p(/3;|c;) for i = R, I are given by

Bi—«; 2
\/E exp |:_ 22+e¥22 i|
w1 +eF2r)

Here and in the following equations, the upper and lower signs in & and F correspond to the subscripts

i = Rand i = I, respectively, i.e., for i = R, the respective upper signs apply, while the lower signs apply for
i = 1. With this expression for the likelihood and with the prior from equation (15), one can use Bayes’ law
[equation (2)] to calculate the posterior distribution, the estimators and the (average) variance. This allows
one to evaluate the average variance for different estimation scenarios. We rely on such an approach in the
next sections. However, in the special case where both prior and likelihood are Gaussian, these two
quantities are conjugate to each other. Following proposition 1, the posterior is therefore also Gaussian, and
we can write down the mean and variance of the posterior directly by inspecting the likelihood and the
prior. That is, by noting that 0 = (1 + e¥%") /4, j1, = v, and O(m) = 3;, proposition 1 provides the mean
and variance of the distributions p(«;|3;). Again using subscripts i = R, I to denote real and imaginary
parts, respectively, the means are

p(Bilai) = (19)

4B,0% + ap;(1 + ™)
402 + 1+ e

Gi(B;) = (20)

which we choose as estimators for the real and imaginary part of the parameter «, and the variances are

-1

1
Var[p(ay|5;)] = {—2 +2(1 =tanh r)| . (21)
99
We then define the total variance of the posterior p(«|/3) for the complex parameter « as

Var[p(a] 8)] = /da p(a]B) o — a(B)P. (22)

Because the real and imaginary parts become independent, we can further write the total variance as the
sum of the variances of the two independent estimation parameters, i.e.,

Var[p(a| )] = Var[p(ar|Br)] + Var[p(ou|B1)]. (23)

After inserting equation (21) twice, the latter expression is independent of 5 and therefore it already
represents the average total variance Vo we are interested in determining.

Moreover, it depends only on the variance o7 of the prior and the squeezing strength r of the probe
state. For a fixed prior, the average posterior variance of both coordinates from equation (23) is minimized
for r = 0, that is, when there is no squeezing of the probe state. We thus have

2
20%

Vpost(r) = Vpost(r =0) = 1+20_8~

(24)

However, squeezing can help to reduce the variance in one coordinate, but this reduction comes at the cost
of increasing the variance of the other coordinate with respect to the case where r = 0. Irrespective of the

squeezing strength, we observe that the variances for both phase space coordinates decrease with respect to
the prior, but only slightly. When one is interested in reducing the variance in only one of the coordinates,
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say ag, one may note that the variance decreases monotonically for increasing r. Nevertheless, even as

r — 0o the variance of the posterior is still bounded from below by (o, + 4)~'. This residual variance
originates in the intrinsic uncertainty of the coherent-state basis associated with the POVM representing
heterodyne detection. That is, no matter which measurement outcome is obtained, the precision with which
the parameter is identified is limited by the width of the variance of the coherent state corresponding to this
outcome.

Although coherent states already minimize the product of uncertainties, one can overcome this
limitation by considering measurement bases that consist of states with a lower variance in the desired
parameter (e.g., in ag) than that of a coherent state, at the expense of a larger variance in the respective
other quadrature. For instance, one may choose a basis of squeezed coherent states to reduce the
uncertainty of the measurement basis in one coordinate. In this regard, a homodyne measurement in the
quadrature g, which we will consider next, can be thought of as a limiting case of a measurement in a basis
of infinitely squeezed coherent states.

3.2. Homodyne measurement

For homodyne detection with respect to the quadrature g, the POVM is {| q)( g }4cr. As before, we begin by
considering a squeezed vacuum state |£) as probe state to estimate the unknown displacement «. The prior
distribution of « is again assumed to be Gaussian with mean « and variance 2. The probability to obtain
outcome ¢ after a displacement « is given by

2(on )

" cosh 2r—cos ¢ sinh 2r

_ I 2 __
plgle) = [gID()I&) = v/m(cosh 2r — cos ¢ sinh 2r) " (25)

exp

Note that, here, the likelihood does not depend on the imaginary part «; of the displacement. This is
expected, since homodyne detection in one quadrature is completely ‘blind’ to the orthogonal quadrature.
Therefore, the mean and variance for the imaginary part of the displacement parameter remain unchanged
with respect to the prior, and we can focus entirely on the real part.

Since, once again the likelihood is a Gaussian distribution in the measurement outcomes (here, in q),
and thus proportional to a Gaussian distribution Ny, ({(ar),c?) in the estimated parameter with mean
{ar) = q/+/2 and variance o> = (cosh 2r — cos  sinh 2r) /4, we can infer from proposition 1 that the
posterior is a Gaussian distribution with mean

B 2V2 02q + agr(cosh 2r — cos ¢ sinh 2r)

> 26
402 + cosh 2r — cos ¢ sinh 2r (26)

QR

and variance
oi(cosh 2r — cos ¢ sinh 2r)

Var[p(ar|q)] = (27)

40 + cosh 2r — cos ¢ sinh 2r’

The variance of the posterior distribution depends on the squeezing strength r and the squeezing angle
. Both parameter hence provide room for optimization of the estimation procedure. However, while
increasing r can be demanding experimentally and also comes at an increased energy cost for preparing the
probe state, the relative angle ¢ between the directions of measurement and squeezing can be varied freely
without any particular practical or energetic restriction. The variance is minimised for ¢ = 2n7 and
without loss of generality we choose ¢ = 0. For this choice, the average variance of the posterior for the
chosen quadrature g is

-1
Viost = Var[p(aR|q)],Lp50, (% + 4e2'> , (28)
0
whereas the average total variance (again, for ¢ = 0) is Vs = Vzost + o2. Figure 3 shows a sample of
different posterior distributions obtained by measurements with probe states with different squeezing. We
observe that, whereas the marginal probability in p remains unchanged as the initial squeezing increases, the
marginal probability in § becomes narrower. We further note that for = 0 we recover the results obtained
by Personick [63].

3.3. Comparison of measurement strategies

Let us now interpret and compare the results for Gaussian displacement estimation with heterodyne and
homodyne measurements. For homodyne detection, squeezing in the probe state results in an average
posterior variance in g, given by equation (28), that rapidly decreases to 0 as the squeezing strength r
increases. While the posterior variance in g can thus be arbitrarily close to zero in the homodyne detection
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plalB) p(a|B) plalB)

R(e)
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Figure 3. Displacement estimation using heterodyne and homodyne detection. The images show the same Gaussian prior
(green) with initial standard deviation oy = 0.5, and posterior distributions obtained for heterodyne (blue) and homodyne
detection (orange) for different squeezing of the probe state, ranging from r = 0 in (a), r = 1 in (b), to r = 2 in (c). The
posterior distributions of the displacement parameter « given measurement outcome g are Gaussian as well.

R(a)

scenario, this comes at the cost of not reducing the variance in p at all. We thus have lim, Vl;g;?(’dyne = ol
Comparing this with the result for heterodyne detection in equation (24), we see that V‘;;’;’Q"dyne >
V;‘ff:tmdyne(r = 0) for priors with variance 07 > 1/2, independently of the squeezing strength used with the

homodyne detection. However, for more narrow priors, homodyne detection supplemented by squeezed
probe states can outperform heterodyne detection in terms of the total variance only if the squeezing is
strong enough, i.e., when r > —% In(1 — 203).

However, when we focus on the estimation of only one of the quadratures, here quadrature g, then
homodyne detection outperforms heterodyne detection for all prior widths and for all squeezing strengths,
even if different squeezing strengths are compared for the two detection methods. That is, the limit of
r — oo for heterodyne detection in equation (21) coincides with the homodyne detection case where r = 0
in equation (28), and we thus find

2
V?],homodyne < J9 i74,heterodyne ) ( 29 )

post = 2 post
1+ 40p

We can also compare these results to more general measurement strategies. For a Gaussian prior (in a
single parameter), the FI of the prior (see section 2.1.2) evaluates to I[p(ar)] = 1/0Z. At the same time, the
QFI for a single-mode Gaussian state is bounded by Z(p) < 4 e (cf equation (15) and subsequent text in
reference [7]). With this, the Van Trees inequality in the form of equation (9) reads

-1

,A 1

Viost = (? + 4e2’> : (30)
0

This shows that the combination of single-mode squeezing and homodyne detection is the optimal strategy
for Bayesian estimation of one coordinate of displacement (or displacement radius with known phase) with
a single-mode Gaussian probe state.

Finally, let us consider repeated measurements, which can easily be accommodated within the
framework of conjugate priors. In particular, we know that the posterior is of the same form as the prior,
i.e., both are normal distributions. Since the posterior distribution is used as the prior for the next
measurement round, we obtain a recursive formula for the average variance, given by

2
Vi
oy = gn VPl (31)
o2 + Var[p(q|a)]
where o, is the variance of round m. Since Var[p(q|a)] = e ?"/4 depends only on the squeezing of the
probe state, this term is constant for the same probe state. Solving the recursive equation gives
1 -1
afn = (2 +4m e2’> . (32)
%o

Moreover, we note that repeated measurements include the possibility of a sequential measurement strategy
that provides information about both components of the displacement. For instance, the squeezing in the
probe states and the direction of the homodyne measurement can be tailored towards estimating the real

10
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part in one half of the estimation rounds, while the remaining rounds are used to estimate the imaginary
part. We conclude this section by noting that already a quite simple setup, consisting of (limited) squeezing
in the probe states combined with homodyne detection, can provide accurate information for Bayesian
estimation of displacements.

4. Phase estimation

We now come to the paradigmatic case of phase estimation, which we want to examine within the
framework of Bayesian estimation using Gaussian states and measurements. Historically, phase estimation
has been closely associated with interferometry [64], but nowadays, phase estimation is usually considered
in a broader context. In particular, Bayesian phase estimation has been studied for a variety of applications,
see, e.g., [65—67]. While there are some studies identifying optimal estimation strategies using Gaussian
states and measurements [15, 68, 69], these operate within the local estimation paradigm and hence fall
outside of the Bayesian phase estimation framework we consider here. We therefore focus on a special case
of Bayesian phase estimation, where there is no prior information on the phase and local estimation hence
cannot be employed in a meaningful way. For such cases, we wish to identify simple strategies based on
Gaussian states and measurements that can efficiently narrow the prior down to the point where local
estimation can take over.

Specifically, we consider a phase estimation scenario where a phase rotation operator as in equation (13)
is applied to a single-mode Gaussian probe state. We consider the phase § € [—, 7) to be entirely
unknown initially, such that the prior is a uniform distribution on the chosen interval, i.e., p(6) = 1/2.

In the following sections, we then study the performance of heterodyne and homodyne detection in this
estimation scenario, and we adapt the specific probe states to the respective measurements. In particular, we
note that, although the optimal probe state (at fixed average energy) for local phase estimation is a
single-mode squeezed state, this is not necessarily the case for Bayesian estimation.

4.1. Heterodyne measurement
For Gaussian phase estimation with heterodyne measurements, we consider probe states that are squeezed
with strength r = |€| before being displaced, i.e., probe states of the form D(a)S(re'¥) |0), where r > 0 and
@ € [0,27). Whereas the most general Gaussian single-mode probe states are determined by arbitrary
complex values o and &, i.e., displacement and squeezing with arbitrary strength along arbitrary directions,
the rotational symmetry of the phase estimation problem with heterodyne measurements allows one to fix
one of these directions. Without loss of generality, we therefore choose o« = || to be real and positive.
More specifically, we assume that the displacement is strictly non-zero, o > 0, since the vacuum state is
rotationally invariant, and not even a squeezed vacuum state can be used to distinguish between rotations
around 0 and 0 + 7.

For the squeezing direction, it is then quite intuitive to see that squeezing along the quadrature p
(p =m, & = —r < 0) is optimal for single-mode phase estimation when « > 0 and when heterodyne
measurements are used. That is, when the variance of the Gaussian state is initially reduced along the
quadrature p, the Wigner function becomes concentrated along the g-quadrature, decreasing the variance in
the phase of the initial state, and hence also decreasing the variance in the phase of the encoded state p(0).
When applying the heterodyne measurement, the probability for obtaining an outcome 5 whose phase
matches the unknown phase 6 is thus increased. Conversely, probe states that are squeezed along the same
direction as the initial displacement have an increased phase variance and are therefore less useful for phase
estimation. In the remainder of this section, we therefore focus on probe states of the form D(a)S(—r) |0).

However, since the calculations and results for arbitrary values of r are still quite unwieldy, we first
consider the simple case where the probe state is not squeezed at all but just a coherent state |c)
(section 4.1.1). Then we present the results for squeezing along the optimal direction, £ = —r < 0, with
respect to the displacement v > 0 (section 4.1.2).

4.1.1. Coherent states & heterodyne detection

Here, the probe state is |«) with o > 0. The action of the phase rotation operator R(0) [equation (13)]
results in the encoded state R(6) |o) = e "’a). The likelihood to obtain outcome 3 € C, given that the
phase has the value 6, is given by

P3IO) = —|(Ble o) [P = —e e, ()

1
us

Writing 8 = [Ble” % and |’ 8 — o> = o? + | B> — 2| 3| cos(6 — ), we can express the (unconditional)

11
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probability to obtain outcome [ as

e (@+[8%)

p(9) = [ 48p(®)p(516) = 2al) 64

where Iy(x) is the modified Bessel function of the first kind. Using Bayes’ law, the posterior is given by

(9) (6 9) eZ(y\S\ cos(0—pg)

pio)p) = PO _ : (35)
p(B) 27 I (2alB))

Since we are considering a parameter with a range whose endpoints £ are identified, it is useful to

consider estimators and variances that are invariant under shifts by 27. For the estimator we therefore

choose 0(j3) = arg(el’) p(08)- As we discuss in more detail in appendix A.1, the estimator evaluates to

6(3) — arg / d0p(618)" | = o5, (36)

and hence corresponds to the phase ¢; of the measurement outcome (3.
To evaluate the performance of this estimation strategy, we calculate the average variance of the
posterior as done in the above sections. However, instead of an expression such as in equation (4), we now

use a covariant variance that is invariant under shifts by 27, by taking the average of sin’ [9 —0(8 )} rather

. 2
than of (9 — 9(5)) . Specifically, we calculate

y . . 22132
Viwal3) = [ 4090015500 [0~ 09)] = 2SR 67)

where (F;(a; z) is the confluent hypergeometric function and I'(z) is the Euler gamma function. Despite the
complicated form of the posterior and the variance, the average variance then simply becomes

~lal?

Vpost = /dzﬁ P(ﬂ) Vpost(ﬂ) = L—e > (38)

2af?

as we discuss in more detail in appendix A.1. In terms of the average photon number n = ||*, which is
proportional to the average energy of the probe state, the average variance of the posterior hence scales as
1/n as n — 00, as can be expected for ‘classical’ probe states such as the coherent states considered here.

4.1.2. Displaced squeezed states & heterodyne detection

Let us now consider probe states that are squeezed with strength r before being displaced, i.e., probe states
of the form D(a)S(—r) |0), where we assume «, r € R with @ > 0 and r > 0 as mentioned. For the
heterodyne measurement, the likelihood to obtain outcome /3 given the phase 6 is given by

1 A A 1 .
p(B10) = —[ (BIROD@S(=r) 0) [ = —F (|e” B) o, 1)) - (39)
For the fidelity of the two Gaussian states, we can again refer to equation (17), where p; = |e!/ 3) (e!? 3| and
p2 = |o, —1) (e, —7], for which the first moments are

- R(e" - R
X) = el 3 = \/E (j((eel()g))> and X = Xg,—r — \/E (jfz;) .

The second moments of these states are represented by

e’ 0
I''=Tuawz=1, and I =T, ,= (0 62,> ,

? We note here that the chosen variance is invariant also under shift of the estimator by integer multiples of 7, not just shift by even
multiples of 7. In principle, one could also use quantifiers for the width of the distribution that depend only on |{e’) »(0]3> such as the
Holevo phase variance [70], which are completely independent of the value of the estimator. The choice we make here is motivated by
the better comparison with the homodyne detection scenario in section 4.2, where the phase can only be resolved within an interval of
length 7.

12
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respectively. Since detT'; = detI', = 1 and det(I'; + I';) = 4 cosh?(r), we then have

. e—r_gRZ(ei9ﬁia)+er32(ei9ﬁia)
cosh r

exp |
p(Bl0) = (40)

7 cosh r

As we explain in more detail in appendix A.1.2, the (unconditional) probability to obtain outcome 3 can
then be written as an infinite sum of Bessel functions of the first kind by using the Jacobi—Anger expansion,
which results in

efaz(lftanh r)f\ﬁ\z > )
> e Ly (=20 )L, (=[] tanh 1) I, (20| 8] tanh ). (41)

my,my
=—00

p(B) =

7 cosh r

Using Bayes’ law, the posterior can then be obtained directly as p(0|3) = p(3|60)/ [2m p(B)] with the
likelihood from equation (40) and p(3) as in equation (41). Similarly, we can use the Jacobi—Anger
expansion to evaluate <ei‘9> = fjﬁd@ p(0]B)e”. As shown explicitly in appendix A.1.2, one finds

J (<ei(‘9’¢ﬁ)>) = 0, and the estimator is hence given by

0(B)=¢5 or s+, (42)

i.e., the estimate either corresponds to the phase ¢4 of the measurement outcome (3, or is shifted by 7.

To see if squeezing improves the estimation, we calculate the variance of the posterior,
Viost (B) = ffﬂdﬁ p(6|B) sin®[6 — 6(B)], and its average, and compare the latter with the corresponding
value obtained for coherent probe states. Specifically, we obtain the expression (see appendix A.1.2 for more
details)

—a*(1—tanh r) *
_ e a2 1 .
Vipost = = ; /d\m 18] e”PI" I, (—| 3| tanh 1)L, (2c|B| tanh (=1
=73 0
X (2L any—my (=2 |B]) = Lz —ny (=200 |B]) = I_g—2m,—ny (=200 | B])] - (43)

Unfortunately, the analytical solution of the integral and double-sum in equation (43) is unknown. We have
therefore numerically evaluated the average variance V oy for different values of v and r. As illustrated by
the sample plots in figure 4(a), for any fixed displacement, squeezing improves the estimation precision as
measured by the average variance beyond the value achievable by displacements alone, where the latter is
represented by equation (38). This is in agreement with the intuition provided by the Wigner function of
the probe states: Squeezing along the p-quadrature (£ = —r < 0) of a coherent state displaced along the g
axis (a > 0) leads to a concentration of the Wigner function around the g-axis, that is rotated around the
origin by the phase rotation, visually resembling a clock dial. Increased squeezing narrows the width of this
‘dial’, making it more likely to obtain measurement outcomes 5 whose phase matches the phase to be
estimated.

However, when considering constraints on the average energy of the probe state, here represented by the
average photon number n = |a|* + sinh?® r, squeezing is only beneficial in certain regimes. For relatively
strong squeezing such as r = 1 or r = 1.25, the average variance is larger for squeezed-displaced states than
for purely displaced states with the same average photon number, as illustrated in figure 4(b). This can be
understood from the fact that the average photon number required for a squeezing of r = 1.25 is sufficient
for a coherent state that is displaced more than 2 standard deviations from the origin and hence already
provides a clear phase reference. For smaller squeezing, such as for r = 0.75, there is a regime of small
photon numbers where the combination of squeezing and displacement can outperform pure displacement.
This can also be readily understood, while such a squeezed vacuum state already has a standard deviation
Ap(|€)) = e7"/+/2 less than half of that of a coherent state, a coherent state with the same average energy is
displaced by only v/2aw = V2 sinh® r & 1.64A§(|a)). However, for larger n (already around n ~ 1.41) pure
displacements become better, see figure 4(b). Finally, we see that for even smaller values of r, such as for
r = 0.5, there is only a specific range of values for n where purely coherent probes are more efficient, while
low squeezing (r = 0.25) added to the displacement outperforms pure displacement for the entire range of
n that we have explored numerically. At the same time, in terms of the difference between the average
variances achieved, e.g., for r = 0 and r = 0.25, the advantage obtained from using a slightly squeezed state
seems to be at least an order of magnitude smaller than the average variances achieved (in the explored
parameter range).
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Figure 4. Bayesian phase estimation with single-mode Gaussian probes and heterodyne measurements. (a) The average variance
Vpost from equation (43) is shown for different values of « > 0 and r > 0 as a function of a?. The line on the top represents the
average variance for purely displaced probe states (r = 0) from equation (38). The lines below indicate results of numerically
evaluating equation (43) for different values of « for fixed values of r from r = 0.25 to r = 1.25 (top to bottom, starting at the
second line from the top). (b) The average variance VP(,M is shown as a function of the average photon number

n = |a|* + sinh? r. The lines do not start at n = 0 because the nonzero values of r give rise to non-zero average energies even for
« = 0. The inset shows how the lines for r = 0, r = 0.25, and r = 0.5 continue as n increases.

4.2. Homodyne measurement

Here, we consider Bayesian phase estimation with single-mode Gaussian probe states combined with
homodyne measurements in the quadrature g. Since this kind of measurement provides no information on
the complementary quadrature p, it cannot distinguish between phases of # and —6. Thus, we restrict the
range of f to [0, 7], and the prior distribution is given by p(6) = 1/7.

4.2.1. Coherent states & homodyne detection
As before in section 4.1, we start with the case where the probe state is a coherent state, D(cx) [0) = |o) for
a > 0. The likelihood to obtain outcome q € R can be written as

20 = |{gle ™ Q) = / dp W(a,p), (44)

where W(g, p) is the Wigner function of the rotated coherent state [e /). The latter can be obtained from
equation (10) by noting that T" =Tl,and X, w, = V2a(cos 0, — sin 0)T. With this, one finds that

e o e

1 2
p(qw) — ﬁe*(q*ﬂa cos 9) ) (45)

Further noting that the range of 6 is [0, ], the (unconditional) probability to obtain q can be expressed as

o]

plg) = /0 40 p(0) plql6) = %ﬂz,&z 3 La(2V2q0)ln(—a?), (46)

m=—00
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Vpost

(b)

Figure 5. Bayesian phase estimation with single-mode Gaussian probes. (a) The average variance VP(,M is shown as a function of
|ae|?, i.e., the energy invested in displacing the probe state. Each curve corresponds to varying values of a > 0, but fixed squeezing
strength r from r = 0 (blue), over r = 0.5 (green), to r = 1 (purple), and fixed squeezing angle ¢, from ¢ = 0 (solid), over

¢ = /2 (dashed), to ¢ = 7 (dotted). Curves for ¢ = 37 /2 are identical to those for ¢ = 7 /2. (b) The average variance Vpost is
shown as a function of the average photon number n = o* + sinh? r of the probe state. The colour-coding is the same as in (a),
but the lines do not start at n = 0 because the nonzero values of r give rise to non-zero average energies even for v = 0. In
addition, (b) shows Vpos[ for a coherent probe state (r = 0) and heterodyne detection from equation (38) as a blue dashed-dotted
curve.

as we show in detail in appendix A.1.3. Using Bayes’ law, the posterior p(f|q) = p(q|6)/ [7 p(q)] is then just
obtained by inserting p(q|#) and p(g) from equations (44) and (46), respectively. In appendix A.1.3 we also
explicitly calculate the circular moment, which we find to be given by

<ei€> :]\id Z 12n+1(2\/5qa)1n(_a2)

P Im(_az)IZn(z\/EqOé)(l — 4m? — 4112) (47)

2
+1_ Z >
Mﬂ'm n:_oo(Zn —2m—1)2n—-2m+1)2n+2m+1)2n+2m —1)

where

M:= Z IZm(Z\/quz) I.(—a?). (48)
As we see, already the expression for the estimator 6(g) = arctan [3((e))/R((e"))] for a coherent probe
state is sufficiently more complicated than its counterpart in the case of heterodyne measurements [cf
equation (36)]. We therefore resort to a numerical evaluation of the variance Vjo5(q) = foﬂdG p0)q)
sin’ {0 — é(q)] and the average variance Vpost = f fooodq P(q) Vposi(q) already for the case of coherent probe

states. The results for V. as a function of n = o are shown in figure 5, together with the corresponding
average variance for squeezed probe states, which we will briefly discuss next.

4.2.2. Displaced squeezed states & homodyne detection

In the present section, we consider a squeezed and displaced probe state, D(cr)S(re'#) |0) for v > 0 and

@ € [0,27). While the optimal squeezing angle for heterodyne measurements is ¢ = 7, the optimal ¢ for
homodyne measurements depends on the phase 6.
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Since the homodyne measurement informs us of the value of the quadrature g, the squeezing direction
of the probe state is optimal, when the rotated probe state R(0)D(0)S(rel?) [0y = ﬁ(@)b(a)ﬁ(cp/Z)g(i’) 0} is
squeezed along the g-quadrature such that its Wigner function is elongated along the p-quadrature. Thus,
for any fixed 0, the optimal squeezing angle satisfies 6 + & = m for m € Z, i.e. p = 2(mm — 0). However,
since we consider a flat prior and there is hence no initial information on @ available, we leave the squeezing
angle as a variable for the following calculations.

For the homodyne measurement, the likelihood to obtain outcome q given the phase 6 can again be
obtained by integrating the Wigner function from equation (10) over the p-quadrature as in equation (44).
To this end, we note that the vector of first moments is again X = V2a(cos 0, — sin 6)T, while the
covariance matrix is given by equation (14) but with ¢ — ¢ + 26. Accordingly, we find the likelihood

(xf\/fa cos 9)2
P | = Ty npt20)

/7L gq(r, 0 +20) ’

where Iy, (1, ¢) = cosh(2r) — cos(¢) sinh(2r). The (unconditional) probability p(g) to obtain q is

p(q) = [ d6p(6) p(q|#). However, as anticipated from the already complicated form of p(g) for purely
displaced probe states, the integration of p(q) from equation (49) turns out to be a formidable obstacle and
we have not found a closed analytical expression for it. From this point onward, we hence proceed by
numerically evaluating p(q), the posterior p(#|q), the estimator, the variance, and the average variance for
different displacement strengths (r) and angles () as well as for different displacements «. In particular, we
plot the resulting average variance V as a function of |a|* and as a function of the average photon
number n = |«|? + sinh? r in figures 5(a) and (b), respectively.

We first observe that the average variance for the vacuum state (o« = 0 = r) is 1/2, the same value as for
the flat prior. Indeed, any non-zero squeezing appears to improve upon this probe state. However, for
increasing displacements, squeezing seems to have a detrimental effect compared to purely displaced states
with the same « as seen in figure 5(a), where the average variance of purely displaced states is the smallest
except in a regime of small &. When comparing probe states at fixed average energy, it becomes even more
clear that squeezing of the probe states in combination with homodyne detection results in strictly worse
performance relative to purely displaced probe states. Moreover, a comparison with the combination of
coherent probe states and heterodyne detection suggests that coherent probe states and homodyne detection
outperform any strategy for Bayesian phase estimation (with flat priors) using Gaussian states and
heterodyne detection. However, we note that homodyne detection does not allow us to distinguish between
phases shifted by 7. If one wishes to explore the full range from [—, ), heterodyne detection should be
chosen instead.

p(q|0) = (g|R(O)D(a)S(re'#)|0)|* = (49)

5. Squeezing estimation

In this section we present a Bayesian estimation strategy for estimating the squeezing strength r of a
squeezing operation S(¢), where £ = re'?, as defined in equation (12). The squeezing angle ¢ is assumed to
be known. We make this simplifying assumption here, since the investigation of the Bayesian estimation of
the single parameter r alone is already computationally demanding, which would only be exacerbated by
considering a two-parameter estimation problem.

Optimal covariant measurement strategies for variants of this estimation problem have been presented
in [71, 72]. However, the corresponding optimal POVMs may be sufficiently more difficult to realize
practically than the Gaussian measurements we consider here. Moreover, we will focus on investigating the
performance of different probe states using solely homodyne detection. This is motivated by the findings of
the previous sections, namely, that Gaussian strategies for Bayesian single-parameter estimation based on
homodyne detection typically outperform those based on heterodyne detection. As we have previously
mentioned, this may be a consequence of the intrinsic uncertainties of the coherent states corresponding to
the outcomes of the heterodyne measurement. This intuition is also backed up by similar observations
made in [6, 72], as well as tentative numerical comparisons we have made. The aim of this section is hence
to identify practically realizable strategies for estimating the squeezing strength based on single-mode
Gaussian states and homodyne detection. Nevertheless, we should mention here that heterodyne detection
should not be disregarded entirely, since there may be scenarios, such as the simultaneous estimation of
squeezing strength and angle, where such a strategy could prove to be advantageous.

In the remainder of this section, we consider a general pure Gaussian probe state D(a)S(x) |0), where we
write the complex variables & = ag + i for ag,p € Rand x = se'” | with vector of first moments X and
covariance matrix o. The squeezing transformation that is to be estimated can be represented by a
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symplectic matrix M,

M= (cosh r —cos i sinh r sin ¢ sinh r ) ’ (50)

sin ¢ sinh r cosh 7+ cos ¢ sinh r

such that the moments of the Wigner function change according to X — Mx and ¢ — MoM" under this
transformation. Since we assume the direction of the unknown squeezing to be known, we may choose our
reference frame accordingly and set ¢ = 0 and r € R without loss of generality.

Although homodyne detection is not a covariant measurement (cf definition in section 3), it is still a
Gaussian measurement (cf definition in section 2.2.2). Consequently, the likelihood p(g|r) is a Gaussian
distribution given by

. 51
e "y/m(cosh 2s — cos 1) sinh 2s) (1)

p(q|r) = [{q|S(r)]e, x)* =

The parameter we wish to estimate is not the mean of the likelihood, but is encoded in both the variance
and the mean of p(q|r). This makes an analytical treatment of this problem extremely difficult, especially
since the function exp(exp(r)) is known to have a nonelementary antiderivative.

5.1. Vacuum probe state
In the present scenario, the only case where the likelihood of equation (51) permits an analytical treatment
is the vacuum probe state, i.e., when o = 0 and y = 0, where the likelihood becomes

exp (~57)
p(q|d) = v (52)

with 0 := e"/+/2. This allows us to use the theory of conjugate priors (see section 2.1.1). For normal
distributions with unknown standard deviation d, the conjugate priors are gamma distributions. However,
since this special case does not provide a promising strategy for the problem at hand, we omit the
calculation here and refer the interested reader to appendix A.2.

Instead of analysing this scenario further, we argue that the vacuum state and even the whole class of
squeezed vacuum states perform rather poorly as probes. For probes of this kind the vector of first moments
remains unchanged by the transformation and so the parameter has to be estimated solely by the change of
the covariance matrix. The most likely measurement outcomes close to the origin are therefore generally
very inconclusive. This reasoning is backed up by tentative numerical explorations, suggesting poor
performance for any squeezed vacuum states. Since this strategy does not appear to perform reasonably
well, we explore the class of coherent probe states instead in the next section, before considering more
general single-mode probe states in section 5.3.

5.2. Coherent probe states

For coherent probe states, the parameter r is encoded both in the mean and the variance of the likelihood,
see equation (51). This makes the estimation more efficient, as probes encoded with different values of the
parameter become more distinguishable.

Under the influence of a squeezing transformation with unknown strength the mean of our probe state
moves along hyperbolic trajectories in phase space, as illustrated in figure 6. To simplify our analysis, we
pick a trajectory corresponding to a straight line for our estimation. All states with purely real or imaginary
displacement lie on such a trajectory (e.g., the states whose Wigner functions are shown in blue and green
in figure 6) and without loss of generality we assume a positive (real) displacement in g together with a
homodyne detection in . Now the distinguishability of the states with respect to a measurement in g is
maximal, since the measurement direction is always parallel to the change of the probes mean, ensuring a
globally stable measurement procedure. This would not hold for the other hyperbolic trajectories, where the
optimal direction of the homodyning (tangential to the curve) would depend on the location on the curve,
i.e., the unknown squeezing strength.

With these justified simplifications, our scenario now only has one degree of freedom in the probe
preparation, i.e., the displacing amplitude, and none in the measurement basis.

In figure 7 we show numerical results, indicating already a remarkably good performance of this
estimation strategy.

5.3. Displaced-squeezed probe states
To improve our method further, we reduce the uncertainty in the g-quadrature direction in a similar
fashion as in section 3 for displacement estimation, i.e., we reduce the uncertainty of the probe in the
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Figure 6. Coherent probe states for squeezing estimation. The figure shows cross sections of the Wigner functions of coherent
probe states with displacements o = 5 (blue), v = 5¢/™/* (orange) and o = 5¢™/2 (green) after the encoding (squeezing) with
strength r = (—1,—0.7, —0.4,—0.1,0.1,0.4,0.7, 1) has been applied. The axes show the phase space coordinates q and p. While
the shape of the Wigner function can be seen to change with varying squeezing strengths, the mean values (§) and (p) can be
seen to move along hyperbolic trajectories (grey lines).

Voot /73 — 0p=0.1
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Figure 7. Ratio between posterior and prior variance for squeezing-strength estimation with coherent probe. The plot shows the
quotient of the average variance of the posterior and the variance of the prior plotted against the displacement of the probe state.
Different lines show different prior variances. The rate at which we acquire knowledge about the squeezing parameter r decreases
for increasing knowledge of that parameter. The prior is a normal distribution with mean r, = 1 and variance 3.

direction we are interested in by squeezing it beforehand. Figure 8(a) illustrates this in phase space.

Figure 8(b) shows how the performance of the estimation is improved by increasing the initial squeezing of
the probe and compares the results to the Van Trees bound of equation (9). There, the prior is taken to be a
normal distribution with variance 0’3 = 1, such that I [p(r)] = 1, and the QFI is optimized over all
single-mode Gaussian states with fixed average photon number n, which yields Z [p(6)] = 2(2n + 1), see
[6, equations (16) and (18)]. This inequality gives a lower bound on the average posterior variance, but it is
unclear if there exists strategies that can saturate it. In figure 8(c), the use of squeezing and displacement in
the preparation of the probe are directly compared, and the optimal combinations of these two operations
for mean photon number are identified.

Although homodyne detection is not the optimal (maximising the FI) POVM for squeezing estimation
in the local/frequentist regime, our analysis provides efficient estimation strategies using only elementary
quantum optics methods. In particular, these strategies rely only on single-mode Gaussian states and
homodyne detection, allowing a comparably straightforward experimental implementation.
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Figure 8. Initial squeezing and displacement improve the estimation of the squeezing strength r. (a) Shows this behaviour in
phase space: two differently squeezed probe states (left side) are transformed with an unknown squeezing transformation. For
slightly different squeezing strengths (r = —0.9, —1.0, —1.1) the unsqueezed probe state (s = 0, blue) overlaps for the different
cases, thus making it hard to estimate the parameter exactly. The initially squeezed probe state (s = 1, orange) is still clearly
distinguishable after the different transformations. (b) Shows the average variance of the posterior V, as a function of the
average photon number # for the two states from (a) and for two more probes with s = 0.5 (green) and s = 1.5 (red). The
dashed, black line shows Vpost achieved with the optimal single-mode Gaussian states at fixed n. The solid, black line shows the
lower bound given by the Van Trees inequality (see section 5.3). (c) Shows \71,05[ for different values of the squeezing s and
displacement « of the probe state. The black curves represent lines of constant photon number [# = |«|* + sinh?(s)], whereas
the dashed, black line minimises the average variance for fixed n. The four curves from (b) are shown in the same color-coding.
The prior used in both (b) and (c) is a normal distribution with mean r, = —0.5 and variance o2 = 1.

6. Discussion & conclusion

In this paper, we have aimed to provide a comprehensive investigation of Bayesian parameter estimation
with single-mode Gaussian states and suitable Gaussian measurements. Notably, the Bayesian approach
allows us to study regimes of uncertainty for the estimated parameter (e.g., flat priors, single
measurements), where local estimation is not justified. Our focus has not been on finding optimal states
and measurements maximising the QFI. Instead, we have focused on discovering what can be achieved with
practically easily realizable techniques: single-mode Gaussian states combined with heterodyne and
homodyne detection. Besides the relevance for experimental implementations, this investigation of
single-mode Gaussian states within the theory of Bayesian estimation also creates an important reference
point for future explorations of more complicated probe states and measurements. Within this setting, we
have investigated three paradigmatic cases of CV quantum metrology: the estimation of displacements,
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phase rotations, and single-mode squeezing strengths. For the Bayesian estimation of displacements, we
provide a fully analytic treatment for Gaussian priors, and for arbitrary single-mode states combined with
heterodyne or homodyne detection. For the estimation of a single phase-space coordinate we prove the
optimality of the presented strategy. This optimal strategy entails investing all available energy into
squeezing the probe state in the direction of the displacement and a homodyne measurement in the same
direction.

For Bayesian phase estimation, many standard techniques from Bayesian parameter estimation have to
be adapted to circular statistics. This makes it challenging to explore this scenario analytically, and we
therefore focus on the case of flat priors (i.e., no initial information about the phase) as a polar opposite to
the well-studied problem of local phase estimation. We provide closed expressions for the average variance
achieved for coherent probe states and heterodyne detection. For all other scenarios we rely on numerical
calculations, which show that homodyne detection generally outperforms heterodyne detection when
restricting the phase to the interval [0, 7r]. In this case, it is best to invest all available energy into displacing
the probe.

Finally we consider the estimation of an unknown squeezing strength. Almost all calculations here have
to be done numerically. For this we make a series of well justified assumptions and restrict the large
parameter space to a small subset, i.e., the displacement and squeezing of the probe state. Our analysis
suggests that the best strategy in this case is to split the energy of the probe state amongst squeezing and
displacement, and to perform homodyne measurements.

We envisage the results presented here as a first step in the exploration of Gaussian probe states and
measurements in the framework of Bayesian parameter estimation. A number of interesting questions
regarding optimality, as well as adaptive multi-round schemes come to mind. This could include the
adaptive estimation of both coordinates of the complex displacement parameter with homodyne detection
alternating in the measurement quadrature as well as adaptive schemes for phase estimation with more
general prior functions. Also an extension to multi-mode Gaussian states [11] and the estimation of
multiple parameters [73] seem fruitful directions for further investigations. Although these problems are
thus left open for future research, the present work represents an important connection to the respective
local estimation problems in that it provides practical strategies for drastically reducing the uncertainty
about the estimated parameter. Once this has been achieved, one may employ suitable (e.g., asymptotically
optimal) local estimation strategies.
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Appendix A

A.1. Phase estimation with heterodyne measurement
In this section, we provide additional details on the calculations for phase estimation using heterodyne
detection discussed in section 4.1 of the main text.

A.1.1. Coherent probe states ¢ heterodyne measurements

We begin with the estimator for coherent probe states |) with &« € R and « > 0. In this case, the posterior
given outcome [3, is given by

P(e)P(ﬂ‘e) - eZ(y\ﬁ’\cos(e—qbg)

9 = — . A.l
POR =0 = 2nkald) (A0

For evaluating the estimator 0(3) = arg(el’) (03> we then note that
/ dg e2V1<ost0=05) gin(9 — ¢y) = 0, (A.2)
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which implies that
/dﬁp(ﬁ\ﬁ) sin(f — ¢3) = /dﬁp(9|ﬁ) [sin 0 cos ¢z — cos 0 sin d)g] = 0. (A.3)

Consequently, we have

sin g3 [dOp(0|B) sin® T
cos g5 [dOp(B|B) cos O R

eif)
() »

tan ¢g =

such that our estimator is simply the phase of the outcome f, i.e.,
0(8) = arg(e”)p01 = 9. (A.5)
For the average variance of the posterior, we have to evaluate an integral over all values of 5 € C, which

can easily be done in polar coordinates, i.e., 3 = [8|e " such that [ d°8 = [ d|B| || ["_d¢s. With
this, we can insert from equations (34) and (37), and calculate

Vpost = / &8 p(B) Vyos(8),

_iw | —182 C aian
- 2,].‘_1'\(2)/(1|B|/d¢3 ‘5‘60 F1(2,0é |B| )
0 -
e BB, (2. 02 = L2
- F(2>/d|ﬂ| Pleo™ 2 ellAP) = —1ap— (A.6)
0

which yields the result as stated in equation (38).

A.1.2. Displaced squeezed probe states & heterodyne measurements

In this section, we provide additional details on the calculations in section 4.1.2 of the main text. There, we
consider Bayesian phase estimation using displaced squeezed states D()S(€), where o« > 0 and € = rel¥
with r > 0 and ¢ = m, combined with heterodyne detection represented by a POVM { £ | 8)(f|} , ¢ With

elements that are proportional to projectors on coherent states |3) = D(/3) |0). In this scenario, the
likelihood for obtaining measurement outcome 3 = |3|e **# given that the estimated phase has the value 6,
given by equation (39) in the main text, can be rewritten as

—a?(1—tanh r)—|8?

p(B10) = ¢ — exp [2a|ﬁ| cos(f — (;S,g)] exp Uﬁ\z tanh r cos[2(0 — ¢3)]]
x exp [—2a|B] tanh r cos(6 — ¢3)] . (A7)

We can then use the Jacobi—Anger expansion in terms of the modified Bessel functions of the first kind, i.e.,

o0

excos<9: Z In(x)einﬁ, (A8)

n=—o00

and write the unconditional probability p(/3) as

—a?(1—tanh r)—|8?

_ Lﬂ S i1+ 21+ (0—5) ©
p9) = 5 [dopple) = > [ave

ei(n+m1+n12)7r In(_za‘m)

n,my,my 271'2 COSh r
=—00 -
X Iy, (—|B]* tanh r) I,,(2a| 3| tanh 7). (A.9)
We then make use of the identity
T .
/d9 el(n2my+my)(0=¢5) _ 2 if n=—2m — mz’ (A.10)
0 otherwise
—T
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such that we obtain

efaz(lftanh n—|8)F >® )
> "™ Ly my(—20|B)L, (= |8 tanh 1) I, (2alB[tanh 1), (A.LD)

my,my
=—00

p(B) =

7 cosh r

By setting e ™1™ = (—1)™, we thus obtain the expression for the unconditional probability p(3) from
equation (41) of the main text. Using Bayes’ law, the posterior is obtained as p(6|8) = p(36)/ [27 p(B)].
To evaluate the estimator () = arg(e) (0]3)> We proceed in a similar way as above. We first calculate

. y . 1 ad .
0\ 9 i(ny+ny+n3)m
@)= [apoipe = Y
o ny,np,n3=——00
x I (—2a|B]) I, (—|B[* tanh r) I, (2| 3| tanh r) / do eeitmtantns)O=0s), (A.12)
where . N
K:= Z (=)™ T 3,y (=20 | B) L, (—|B|* tanh 1)1, (2r| 3] tanh ). (A.13)

mi,my=——00

Here, we can make use of a similar identity as in equation (A.10), i.e.,

™ I
iy . _ _ _
/d9 elfgi(mt2m+ns)0—d5) _ ame itm = =2 = =1 (A.14)
J 0 otherwise,
such that we obtain
g e & ! 2
(€)== > (1" Layon(=20 )L, (~|5* tanh )L, (20]5] tanh r). (A.15)
np,n3=—00

Here, K > 0, since K = K(3) is proportional to the probability distribution p(/3) and the proportionality
factor is non-negative. The remaining sum on the right-hand side of equation (A.15) is strictly real-valued,
which can be seen by noting that I,,(x) is real when both the order # and argument x are real. However, the
sum over modified Bessel functions may take positive and negative values.

If the sum is positive, the estimator corresponds to the phase of the outcome, 0(8) = arg(el’) 20018 = g
whereas the estimate is shifted by 7 [i.e., §(3) = ¢4 + 7] if the sum is negative. As seen below (particularly,
equation (A.17)), the distinction between these two cases does not affect the variance of the posterior,

because the deviation function sin? {9 — é( I} )} is invariant under shift by 7. For the variance of the

posterior, we take the average of sin’ [9 — é(ﬂ)} ,and find

Vooa(B) = / d6 (8] 8) sin®(6 — 6(3))

.
ﬁz L, (=20 | BT, (—|8)? tanh ), (2c|B| tanh r)eHratns)m
Y

ny,12,13
=—00

X / df elm+2mtm)0-00) sin2 19 — §(B)]. (A.16)

We can again make use of an identify similar to equation (A.10), i.e.,

- T if ny = —2n, — n3
/ df elm+2mtm)0-09) §in2(9 — §(3)] = —g if g = —2m, — n3 £2, (A.17)
o 0 otherwise

such that we obtain
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o0

1
Vpost(B) = K Z (—1)mtmtmp (—2a|B|)L, (—|B)* tanh 1), (2a| 3| tanh r)

ny,12,13=—00

—1
X (5 —2ny—n3+2 "5 +5n1 —2ny—n3 +5n1 —2ny—n3—2" 5 P ) (A'18)

To obtain the average variance of the posterior, we switch to polar coordinates, 3 = |3| e "%, such that

B 2(1—tanh r)
Vins = [ &5 p(3) Vinal8) = / 4l / d6sS 3|8 e 1L, (~ |8 tanh N1, (20]] tanh 1)

27 cosh r
np,n3

=—00

X %(—1)“2 213,y (20 |B]) = Ly (=200 |B]) = I3,y (=20 | B])]

—a?(1—tanh r)
= 67 /d\ﬁ\ 8|1 I, (= |8 tanh r)I,, (2a|A] tanh r) (—1)™
cosh r Ty
X (2020, —ny (=20 |B]) = Boany—ny (=200 B]) — I-a—2m,—ny (=2 | B])] , (A.19)

which coincides with the expression in equation (43). We have not found an analytical expression for the
above integral so far, but we have evaluated the integral numerically.

A.1.3. Coherent probe states ¢ homodyne measurements

Here, we provide additional details on the calculations in section 4.2.1 of the main text. There, we consider
Bayesian phase estimation with coherent probe states D(c) [0) = |a), where o > 0, combined with
homodyne detection represented by a POVM {|g)(q|} 5cg- In this scenario, the likelihood for measurement
outcome g given the phase 6 is provided by equation (45) in the main text, which can be rewritten as

1 s
p(q‘a) _ efquaz/ do eZﬂqa cos 96702 cos(2(?). (AZO)
™

We express the Jacobi—Anger expansion equation (A.8) in a real representation as
o0
e = I(x) + 23 L(x) cos(nd), (A.21)

n=1

since I,(x) = I_,(x). Noticing that the range of § is [0, ], the (unconditional) probability to obtain
outcome ¢ is given by

— —(Y

pa) =+ [ d0ptal6) = / a0 [mzf 40Ty (—a?) + 2Iy(— a2>21 (2v/2q0) cos(n)
0

+ ZIO(Zﬁqa)Z I,(—a?) cos(2mb) + 4 Z Im(—az)ln(Z\/Eqa) cos(nf) cos(2mb) | . (A.22)

m=1 myn=1

We then use the identities fo df cos(nf) =0Vn=>1and

if n=2m
(A.23)

ST

/d9 cos(n @) cos(2mb) =

otherwise

With this, we obtain

qz —P—a?
plq) = / d0 p(q|0) = ° — [m(zf gl (— a>+2212m<2f g)n(—a?)| = © M

m=1
(A.24)

where .

M:= )" Ln(2V2q0)L,(—0?). (A.25)

m=—0o0

The posterior p(6]|q) is then obtained as p(q|0)/[7p(q)].
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To determine the estimator 6(q) = arg(e'”) ,p| > e calculate (), i€,
) y ) 11 y ) 0 )
() = /d@p(ﬁ\q) ef = M—/d@ [IO(Zx/Eqa)IO(—az)ele + 2[0(—042)2 In(Z\/quz) cos(nf)e’
™
0 0 n=1

+ ZIO(Zﬂqa)Z I,(—a?) cos(2mb)e’ + 4 Z In(Z\/Eqa)Im(—az) cos(nd) cos(2mB)e’| . (A.26)

m=1 myn=1

™
We then use the identities [df el = 2i,
0

/2 ifn=1

A+ =0 ifn>2, (A.27)
1 —n?

0 otherwise

/d9 cos(nf) e =
0

and
il ifn=2m=+1

otherwise

(A.28)

/d9 cos(nf) cos(2mf)e’ = 4 i1+ (=11 — 4m® — n?)
0 (n—2m—1)n—2m+1)(n+2m+1)(n+2m—1)

With this, we obtain

() = ﬁ 2ily(2v/2q0) [IO(_O‘Z) +2_ (=) —24’”2]

m=1

+21y(—a?) lgh(Zﬁqo‘) + ZI"(Z‘/EW)W]
n=2

> ™ o
+4)_In(=0?) | ln1(2V240) + i (2V2490)
m=1

- i1+ (—)"(1 — 4m? — )
+ 3 V20 s Dt 2 D £ 2= 1)
n#2m=+1

™ <1 — 4

n=

- {Z * [0 b 2vag0) + 1~ 2V 3g0)

+ 21, (2v2qa) Ip(—?) + SZ Z Lu(2v290) L, (—a?)

m=1 n=1

y zl: 1 — 4m? — 4n?
- 2n—2m—1)2n—-2m+1)2n+2m+1)2n+2m — 1)

+ Aid {Io(—az)mzx/iqa) + 3 1= [By1(2v200) + Byt 1 (2V240)| } . (A.29)

n=1

Finally, we can express the real and imaginary parts of (e} as

i 12n+1(2\/§q0¢)1n(_0¢2)
R[(e")] = == (A.30)
> Ln(2v29a)],(—a?)

TM—==—00
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and
3 L, (27/2qa) 1, (—a?
~ i0 m,n;foo : ( \/_qa) ( a) 1—4m2—4n2
J[<e >]:7 0

TS h(2vVIga)k(—a?) (2n—2m—1)2n—2m+1)2n+2m+1)2n+2m — 1)

k=—00

(A.31)
respectively, where we have used the fact that functions C,,, invariant under the exchanges n — —#n and

m — —m satisty
Zl Cn,m = E ( Z Cn,m - CO,m) (A32)

and

(o] 1 (o] (o] o0

Zl Com = 1 ( ; Com — ; Com — _Z Cho + C0,0) . (A.33)
The estimator can then be calculated from equations (A.30) and (A.31) via

5 3[(e”)]
0(q) = arctan (%[(Zi‘)ﬂ) . (A.34)

A.2. Squeezing estimation using the vacuum state and homodyne detection
In this appendix, we provide additional details on the estimation of the squeezing strength using a vacuum
probe state in combination with homodyne detection. We include this to illustrate that the theory of
conjugate priors can applied also in more general cases, even if the calculations might become more
involving.

The likelihood is given by equation (52),

2
p(q|d) = %,

where we have defined §:=e™"/ /2. For normal distributions with unknown standard deviation 4, the
conjugate priors are gamma distributions

(A.35)

[/ 1 eszi

P((s) = F(ﬂl) >

(A.36)

a,b > 0. The mean and variance of such a distribution is given by E[p(d)] = a/b and Var[p(J)] = a/bz,
respectively. If the prior is gamma distributed with parameters a and b, then the posterior after m
measurements is gamma distributed as well with parameters a + m/2 and b + > g7 /2, where g; is the

1
measurement outcome in each round. The mean and variance of the posterior after m repeated

measurements with outcomes q = (q,, .. .,q,,) then becomes
2a+m
) A.37
E[p(d]q)] = b qu (A.37)
2(2a+m
Varlp(dlq)] = — 222 (A38)

(ve50)

From this point on the formulas become really cuambersome. Since homodyning is not a covariant
measurement for the squeezing operator, the variance of our posterior distribution depends on the
outcome. To calculate the average variance [ dg p(q) Var[p(d|q)], one first needs to calculate

p(q) = / ddp(d)p(q|d)

d(Sexp 2(52 paga—le—bd
/ o2 I'(a)

1 b a3—a bq b**g|” a 3 a bq
- | Z“r@a-1),F (1:1-2 S I F(—f) F(1;2142 7T
\/7_71"((1)[\/5 (a )”< 2 2 8) =S 2p‘1< ' 8)
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7b?|q|*! <7ra) 1 1+a B¢
b a 5 F 1, ) y . A39
BT T = B A G B (A39)

where ,F,(.;.;.) is the generalized hypergeometric function (the subscripts p and g are part of the notation
for this function and have nothing to do with the phase space coordinates). With this now we can calculate
the average variance after one measurement m = 1

Vpost Z/dqp(q)Var[p(é\q)]

VT(2a+1) 1 1 a3—a b’ 2, I'(1 —a) 55—a a v?
_ymET g (L -2 ey R (22,205
wWha-1, "\2 2 "2 2 4 +ybat )1"(5—a)pq 2 2 0T

m(2a 4+ 1)27b% 2 csc(ma) <a_1 a—2 1+a 173)
- q
P

N I GO

(A.40)

VT (ﬂ) r(-%)

™ 30-1 l1+a 3a—12+a b’
VT 2a+ 1) 2 i
+ 3 (2a+1) sec { > a1, q< )

2’27 27 2 4

Although we were able to calculate an analytical solution, the result in itself is not interesting, but the
techniques we have used might be insightful to the reader.
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