## Spectral form factor for time-dependent matrix model
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## 1 Introduction

Recently the quantum chaos, which is related to random matrix theory, has attracted interest from the view point of universality. The spectral form factor shows the dip-rampplateau behavior for various situations, and this behavior is considered as a universal signature of quantum chaos. This transition behavior has been studied and there are many discussions of the universality behaviors in wide area. For instance, such behavior was noticed before in the level statistics of complex system [1]. Recently, it was found that black hole has also dip-ramp-plateau transition in a late time $[2-4]$.

The level statistics of a random matrix has a universal behavior, known as Dyson sine kernel, and it coincides the distribution of the zeros of Riemann zeta function. The proof of the universal behavior of the sine kernel, independent on the external deterministic term, is given in [5]. The spectral form factor, the Fourier transform of the square of this sine kernel, provides the ramp-plateau transition. The kink point is denoted here as Heisenberg time.

These three phases, dip, ramp and plateau, show the different behaviors of the spectral form factor. When the eigenvalue of the hermitian random matrix $M$ is denoted by $x_{i}$, we consider the variance of the quantity $\sum_{j} e^{i \lambda x_{j}}=\operatorname{tr} e^{i \lambda M}$. Two point correlation function $\rho^{(2)}(\lambda, \mu)$ is defined as [6],

$$
\begin{equation*}
\rho^{(2)}(\lambda, \mu)=<\frac{1}{N} \operatorname{tr} \delta(\lambda-M) \frac{1}{N} \operatorname{tr} \delta(\mu-M)> \tag{1.1}
\end{equation*}
$$

where the bracket means the average of the Gaussian weight $e^{-\frac{N}{2} \operatorname{tr} M^{2}}$. We define the connected part $\rho_{c}^{(2)}$ and disconnected part as covariance [6].

$$
\begin{equation*}
\rho_{c}^{(2)}(\lambda, \mu)=\rho^{(2)}(\lambda, \mu)-\rho(\lambda) \rho(\mu) \tag{1.2}
\end{equation*}
$$

where $\rho(\lambda)=\left\langle\frac{1}{N} \operatorname{tr} \delta(\lambda-M)\right\rangle$. In the large $N$ limit with a fixed $N(\lambda-\mu)$ finite (Dyson limit), $\rho^{(2)}(\lambda, \mu)$ is expressed as [6],

$$
\begin{equation*}
\rho_{c}^{(2)}(\lambda, \mu)=\frac{1}{N} \delta(\lambda-\mu) \rho(\lambda)-\rho(\lambda) \rho(\mu) \frac{\sin ^{2} x}{x^{2}} \tag{1.3}
\end{equation*}
$$

where $x=\pi N(\lambda-\mu) \rho\left(\frac{1}{2}(\lambda+\mu)\right)$. The spectral form factor $S(t)$ is defined as Fourier transform of $\rho^{(2)}(\lambda, \mu)$, (we put $\lambda=0$ ),

$$
\begin{align*}
S(t) & =\int d \mu e^{i \mu t} \rho^{(2)}(0, \mu) \\
& =\int e^{i \mu t} d \mu\left(\rho(0) \rho(\mu)-\rho(0) \rho(\mu) \frac{(\sin x)^{2}}{x^{2}}+\frac{1}{N} \delta(-\mu) \rho(0)\right) \\
& =S^{(1)}+S^{(2)}+S^{(3)} \tag{1.4}
\end{align*}
$$

The first term becomes for finite $N[7]$

$$
\begin{equation*}
S^{(1)}(t)=\rho(0)\left(-\frac{1}{i t}\right) e^{-\frac{t^{2}}{2 N}} \oint \frac{d u}{2 i \pi}\left(1-\frac{i t}{N u}\right)^{N} e^{-i t u} \tag{1.5}
\end{equation*}
$$

This contour integral becomes in the large $N$ limit, by the exponentiating of the integrand,

$$
\begin{equation*}
-\frac{1}{i t} \oint \frac{d u}{2 i \pi} e^{-i t\left(u+\frac{1}{u}\right)}=\frac{1}{t} J_{1}(2 t) \tag{1.6}
\end{equation*}
$$

Fourier inverse transformation of above term is the density of state $\rho(x)$,

$$
\begin{equation*}
\rho(x)=\int_{-\infty}^{\infty} \frac{d t}{2 \pi} \frac{1}{t} J_{1}(2 t) e^{-i x t}=\frac{1}{2 \pi} \sqrt{4-x^{2}} \tag{1.7}
\end{equation*}
$$

which is normalized as

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x \rho(x)=1 \tag{1.8}
\end{equation*}
$$

Thus we obtain the first term of (1.4) as the Fourier transform of the density of state in the large $N$ limit,

$$
\begin{equation*}
S^{(1)}(t)=\frac{1}{\pi t} J_{1}(2 t) \tag{1.9}
\end{equation*}
$$

which gives a dip (decay) region of the spectral form factor in increasing time $t$.
The second term of (1.4) gives the ramp region. We use Fourier transform for $|t|<2$,

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x\left(\frac{\sin x}{x}\right)^{2} e^{i t x}=\pi\left(1-\frac{t}{2}\right) \tag{1.10}
\end{equation*}
$$

and for $|t|>2$, it vanishes. The second term $S^{(2)}(t)$ becomes

$$
\begin{align*}
S^{(2)}(t) & =\frac{1}{2 N^{2} \pi} t-\frac{1}{N} \rho(0), & & (|t|<2 \pi N \rho(0)) \\
& =0, & & (|t|>2 \pi N \rho(0)) \tag{1.11}
\end{align*}
$$

where we used the density of state $\rho(\mu)=\rho(0)$. This $S^{(2)}(t)$ has a kink at $t=2 \pi N \rho(0)$, and beyond this kink, it becomes 0 .

The last term of (1.4) gives a constant term, which cancels with the constant term of (1.11),

$$
\begin{equation*}
S^{(3)}(t)=\frac{1}{N} \rho(0) \tag{1.12}
\end{equation*}
$$

Thus we find that the ramp region is order of $\frac{1}{N^{2}}$ and the plateau is order of $\frac{1}{N}$. The dip and plateau regions depend upon the density of state $\rho(E)$, thus this region is not universal, but the ramp region is universal since it is universal Dyson kernel $[5,6]$.

In this paper, we consider the time dependent random matrix theory, which becomes equivalent two matrix model. The two point correlation functions of two matrix model was studied before in [8]. For two matrix model, coupled matrices $M_{1}$ and $M_{2}$, two point function $\rho^{(2)}(\lambda, \mu)$ has two types;

$$
\begin{equation*}
\rho^{(2)}(\lambda, \mu)=<\frac{1}{N} \operatorname{tr} \delta\left(\lambda-M_{1}\right) \frac{1}{N} \operatorname{tr} \delta\left(\mu-M_{1}\right)> \tag{1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho^{(2)}(\lambda, \mu)=<\frac{1}{N} \operatorname{tr} \delta\left(\lambda-M_{1}\right) \frac{1}{N} \operatorname{tr} \delta\left(\mu-M_{2}\right)> \tag{1.14}
\end{equation*}
$$

We call these two different correlation functions as $M_{1}-M_{1}$ and $M_{1}-M_{2}$ correlation functions.

The spectral form factor has two different types according to above difference. In the previous paper, the kink behavior of the spectral form factor is found to be smeared out due to a factor $e^{-c t}$ in the ramp region [6].

$$
\begin{equation*}
S(t)=\int d \mu e^{-i \mu t} \rho_{c}(0, \mu)=t e^{-t \sqrt{1-c} / c} \tag{1.15}
\end{equation*}
$$

We study further this rounding near Heisenberg time by the numerical analysis based on an exact formula of finite $N$. We also compare its result with the saddle point analysis for the large $N$. These rounding behaviors are also observed in different ensembles [9-11].

## 2 Time dependent random matrix

We consider the Hamiltonian $H$ as

$$
\begin{equation*}
H=\frac{1}{2} \operatorname{tr}\left(p^{2}+M^{2}\right) \tag{2.1}
\end{equation*}
$$

where $p=d M(t) / d t$. The matrix $M$ depends on time, $M=M(t)$. The time dependent correlation function of the different time $t_{1}$ and $t_{2}$ is defined as

$$
\begin{equation*}
\rho(\lambda, \mu)=\frac{1}{N^{2}}<\operatorname{tr} \delta\left(\lambda-M\left(t_{1}\right) \operatorname{tr} \delta\left(\mu-M\left(t_{2}\right)>\right.\right. \tag{2.2}
\end{equation*}
$$

The Fourier transform of above correlation function is

$$
\begin{equation*}
U(\alpha, \beta)=\frac{1}{N^{2}}<\operatorname{tr} e^{i \alpha M\left(t_{1}\right)} \operatorname{tr} e^{i \beta M\left(t_{2}\right)}> \tag{2.3}
\end{equation*}
$$

It has been shown that the correlation function of the time dependent random matrix theory is equivalent to the correlation function of the two matrix model by path integral in $[6,8]$.

$$
\begin{equation*}
U(\alpha, \beta)=\frac{1}{Z} \int d M_{1} d M_{2} \operatorname{tr} e^{i \alpha M_{1}} \operatorname{tr} e^{i \beta M_{2}} e^{-\frac{1}{2} \operatorname{tr}\left(M_{1}^{2}+M_{2}^{2}-2 c M_{1} M_{2}\right)} \tag{2.4}
\end{equation*}
$$

where $c=e^{-t}$. The time $t$ is the difference of $t_{1}$ and $t_{2}, t=t_{1}-t_{2}$. Now the average $<\cdots>$ means the Gaussian distribution, $P\left(M_{1}, M_{2}\right)=e^{-H_{1,2}} / Z$,

$$
\begin{equation*}
H_{1,2}=\frac{1}{2} \operatorname{tr}\left(M_{1}^{2}+M_{2}^{2}-2 c M_{1} M_{2}\right) \tag{2.5}
\end{equation*}
$$

The density of state $\rho(\lambda)$ becomes in the large $N$ limit,

$$
\begin{equation*}
\rho(\lambda)=\frac{\sqrt{1-c^{2}}}{2 \pi} \sqrt{4-\left(1-c^{2}\right) \lambda^{2}} \tag{2.6}
\end{equation*}
$$

which is normalized to be 1 by the integration. When $c=0$, it reduces to the density of state $\rho(\lambda)$ in (1.7).

Now we use the method of external matrix to compute the exact expression for twopoint correlation function defined in eq. (2.3). By the integral expression in [6], we have

$$
\begin{equation*}
U_{A}\left(z_{1}, z_{2}\right)=\frac{1}{N^{2}} \sum_{\alpha_{1}, \alpha_{2}}^{N} \iint e^{i z_{1} r_{\alpha_{1}}+i z_{2} \xi_{\alpha_{2}}} e^{-\frac{N}{2} \sum r_{i}^{2}-\frac{N}{2} \sum \xi_{i}^{2}+c N \sum r_{i} \xi_{i}-N \sum a_{i} r_{i}} \frac{\Delta(\xi) d r d \xi}{\Delta(A)} \tag{2.7}
\end{equation*}
$$

In contour integral representation with $\alpha_{1}=\alpha_{2}$ and taking the external matrix at zero ( $A \rightarrow 0$ ).

$$
\begin{align*}
U_{0}^{I}\left(z_{1}, z_{2}\right)= & -\frac{1}{i N\left(z_{1}+\frac{z_{2}}{c}\right)} \oint \frac{d u}{2 \pi i}\left[1-\frac{i}{N u}\left(z_{1}+\frac{z_{2}}{c}\right)\right]^{N} \\
& \operatorname{Exp}\left[-\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}-\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}-\left(\frac{i z_{1}}{1-c^{2}}-\frac{i c z_{2}}{1-c^{2}}\right) u-\frac{c z_{1} z_{2}}{N\left(1-c^{2}\right)}\right] \tag{2.8}
\end{align*}
$$

With a scaling, $u \rightarrow \bar{u}\left(z_{1}+\frac{z_{2}}{c}\right)$ using the transformation $z_{1} \rightarrow \frac{1}{\sqrt{1-c^{2}}}\left(z_{1}^{\prime}-c z_{2}^{\prime}\right)$ and $z_{2} \rightarrow$ $\frac{1}{\sqrt{1-c^{2}}}\left(z_{2}^{\prime}-c z_{1}^{\prime}\right)$ and after integrating over $z_{1}$ following [6]

$$
\begin{align*}
\rho_{c}^{I}(\lambda, \mu)= & \frac{i \operatorname{Exp}\left\{-\frac{N}{2}(\lambda-c \mu)^{2}\right\}}{N\left(1-c^{2}\right)^{2}} \int \frac{d z_{2}^{\prime}}{2 \pi} \oint \frac{d u}{2 \pi i}\left(1-\frac{i}{N u}\right)^{N} \\
& \operatorname{Exp}\left[-i \mu z_{2}^{\prime}+N u z_{2}^{\prime}\left(\mu-\frac{\lambda}{c}\right)-\frac{i u\left(z_{2}^{\prime}\right)^{2}}{1-c^{2}}-\frac{N u^{2}\left(z_{2}^{\prime}\right)^{2}}{2 c^{2}}-\frac{\left(z_{2}^{\prime}\right)^{2}}{2 N\left(1-c^{2}\right)}\right] \tag{2.9}
\end{align*}
$$

For $\alpha_{1} \neq \alpha_{2}$

$$
\begin{align*}
U_{A}\left(z_{1}, z_{2}\right)= & -\frac{c}{z_{1} z_{2}} \oint \frac{d u d v}{(2 \pi i)^{2}}\left(1-\frac{i z_{1}}{N u}\right)^{N}\left[1-\frac{z_{1} z_{2}}{c N^{2}\left(u-v-\frac{i z_{1}}{N}\right)\left(u-v+\frac{i z_{2}}{c N}\right)}\right]  \tag{2.10}\\
& \times\left(1-\frac{i z_{2}}{c N v}\right)^{N} \operatorname{Exp}\left\{-\frac{i z_{1} u}{1-c^{2}}-\frac{i z_{2} c v}{1-c^{2}}-\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}-\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}\right\}
\end{align*}
$$



Figure 1. Spectral Form Factor disconnected part $S_{d}$ for two matrix model from eq. (2.11).

First term in parenthesis of eq. (2.10) on Fourier transform gives the disconnected part of two point correlation function:

$$
\begin{align*}
\rho^{d}(\lambda, \mu)=-c\left\{\int\right. & \frac{d z_{1}}{2 \pi z_{1}} \oint \frac{d u}{(2 \pi i)}\left(1-\frac{i z_{1}}{N u}\right)^{N} e^{-\frac{i z_{1} u}{1-c^{2}}-\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}-i z_{1} \lambda} \\
& \left.\times \int \frac{d z_{2}}{2 \pi z_{2}} \oint \frac{d v}{2 \pi i}\left(1-\frac{i z_{2}}{c N v}\right)^{N} e^{-\frac{i z_{2} c v}{1-c^{2}}-\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}-i z_{2} \mu}\right\} \tag{2.11}
\end{align*}
$$

Therefore disconnected two point correlation function eq. (2.11) is very similar to one matrix model density of states.

$$
\begin{equation*}
\rho^{d}(\lambda, \mu)=\rho(\lambda) \rho(\mu) \tag{2.12}
\end{equation*}
$$

After a Fourier transform and setting the values $\lambda=0$ and $\mu=\omega$ we get the spectral form factor of the disconnected part.

$$
\begin{equation*}
S_{d}(\tau)=\int \frac{1}{2 \pi} \rho^{d}(0, \omega) e^{i \omega \tau} d \omega \tag{2.13}
\end{equation*}
$$

We have averaged this dynamical form factor over an interval $[0, \mathrm{t}]$ and plot this average value:

$$
\begin{equation*}
\left\langle S_{d}\right\rangle_{\text {Average }}=\int_{0}^{t} S(\tau) d \tau \tag{2.14}
\end{equation*}
$$

Now second term in parenthesis of eq. (2.10) gives the connected part of two point correlation function:

$$
\begin{align*}
U_{A}\left(z_{1}, z_{2}\right)= & -\frac{1}{N^{2}} \oint \frac{d u d v}{(2 \pi i)^{2}}\left(1-\frac{i z_{1}}{N u}\right)^{N}\left(1-\frac{i z_{2}}{c N v}\right)^{N} \frac{1}{\left(u-v-\frac{i z_{1}}{N}\right)} \frac{1}{\left(u-v+\frac{i z_{2}}{c N}\right)}  \tag{2.15}\\
& \times \operatorname{Exp}\left[-\frac{i z_{1} u}{1-c^{2}}-\frac{i z_{2} c v}{1-c^{2}}-\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}-\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}\right]
\end{align*}
$$

If $z_{1} \rightarrow z_{1}^{\prime}-i u N, z_{2} \rightarrow z_{2}^{\prime}-i v c N$, it is written as a product form.

$$
\begin{align*}
\rho_{c}^{I I}(\lambda, \mu)= & -\frac{1}{N^{2}} \oint \frac{d u}{2 \pi i} \int \frac{d z_{2}}{2 \pi}\left[\frac{z_{2}}{c u N}\right]^{N} \frac{\operatorname{Exp}\left[-\frac{N u^{2}}{2\left(1-c^{2}\right)}-\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}-i z_{2} \mu-u N \lambda\right]}{u+\frac{i z_{2}}{c N}} \\
& \times \oint \frac{d v}{2 \pi i} \int \frac{d z_{1}}{2 \pi}\left[\frac{z_{1}}{v N}\right]^{N} \frac{\operatorname{Exp}\left[-\frac{N v^{2} c^{2}}{2\left(1-c^{2}\right)}-\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}-i z_{1} \lambda-v c N \mu\right]}{v+\frac{i z_{1}}{N}} \tag{2.16}
\end{align*}
$$

where the contours of $u$ and $v$ are around the poles of $u=0$ and $v=0$. If we take the pole of $v=-i z_{1} / N$, we obtain $\rho^{(I)}(\lambda, \mu)$ in (2.9). In kernel form this can be written as:

$$
\begin{equation*}
\rho_{c}^{(I I)}(\lambda, \mu)=-\frac{1}{N^{2}} K_{N}(\lambda, \mu) \bar{K}_{N}(\lambda, \mu) \tag{2.17}
\end{equation*}
$$

From $\alpha_{1}=\alpha_{2}$ contribution we have other part of connected correlation function in kernel form as:

$$
\begin{equation*}
\rho_{c}^{(I)}(\lambda, \mu)=\frac{1}{N^{2}} \sqrt{\frac{N}{2 \pi}} K_{N}(\lambda, \mu) e^{-\frac{N}{2}(\lambda-c \mu)^{2}} \tag{2.18}
\end{equation*}
$$

Two point function $\rho^{(2)}(\lambda, \mu)$ becomes the sum of the product of the density of state $\rho(\lambda) \rho(\mu)$ and the connected part $\rho_{c}^{(2)}(\lambda, \mu)$.

$$
\begin{equation*}
\rho^{(2)}(\lambda, \mu)=\rho(\lambda) \rho(\mu)+\rho_{c}^{(2)}(\lambda, \mu) \tag{2.19}
\end{equation*}
$$

The Fourier transform of the first term for $\lambda=0$ in the large $N$ limit becomes

$$
\begin{equation*}
S^{(1)}(t)=\frac{\sqrt{1-c^{2}}}{\pi t} \rho(0) J_{1}\left(\frac{2 t}{\sqrt{1-c^{2}}}\right) \tag{2.20}
\end{equation*}
$$

where $\rho(0)=\sqrt{1-c^{2}} / \pi$. This term gives the dip (decay) behavior.
The connected correlation function $\rho_{c}^{(2)}(\lambda, \mu)$ is expressed as [6],

$$
\begin{equation*}
\rho_{c}^{(2)}(\lambda, \mu)=\rho_{c}^{(I)}(\lambda, \mu)+\rho_{c}^{(I I)}(\lambda, \mu) \tag{2.21}
\end{equation*}
$$

where these two terms are given by eq. (2.17), eq. (2.18) These two terms correspond to two terms of (1.3) in the large $N$ limit. Note that the term of (2.18) becomes delta-function in the Dyson limit for large $N$ since we have,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{\frac{N}{2 \pi}} e^{-\frac{N}{2}(\lambda-c \mu)^{2}}=\delta(\lambda-c \mu) \tag{2.22}
\end{equation*}
$$

Previously we have represented connected correlation as a product of kernels $K_{N}(\lambda, \mu)$, $\bar{K}_{N}(\lambda, \mu)$,

$$
\begin{align*}
\rho_{c}^{(I I)}(\lambda, \mu) & =-\frac{1}{N^{2}} K_{N}(\lambda, \mu) \bar{K}_{N}(\lambda, \mu) \\
\rho_{c}^{(I)}(\lambda, \mu) & =\frac{1}{N^{2}} \sqrt{\frac{N}{2 \pi}} K_{N}(\lambda, \mu) e^{-\frac{N}{2}(\lambda-c \mu)^{2}} \tag{2.23}
\end{align*}
$$

where $K_{N}(\lambda, \mu)$ is written as

$$
\begin{align*}
K_{N}(\lambda, \mu)= & (-i)^{N} \oint \frac{d u}{2 i \pi} \int \frac{d z}{2 \pi}\left(\frac{\left[1-\left(\frac{-i z}{N c u}\right)^{N}\right]-1}{\left(1-\frac{i z}{N c u}\right)}\right) \frac{1}{u} \\
& \times e^{-\left[N u^{2} / 2\left(1-c^{2}\right)\right]-\left[z^{2} / 2 N\left(1-c^{2}\right)\right]-i z \mu-u N \lambda} \\
= & \sqrt{\frac{N\left(1-c^{2}\right)}{2 \pi}} e^{-\frac{N \mu^{2}\left(1-c^{2}\right)}{2} \sum_{l=0}^{N-1} \frac{1}{l!c^{l}} H_{l}\left(\mu \sqrt{N\left(1-c^{2}\right)}\right) H_{l}\left(\lambda \sqrt{\left.N\left(1-c^{2}\right)\right)}\right.}  \tag{2.24}\\
& -(-i)^{N} \oint \frac{d u}{2 i \pi} \int \frac{d z}{2 \pi} \frac{1}{u-\frac{i z}{N c}} e^{-\left[N u^{2} / 2\left(1-c^{2}\right)\right]-\left[z^{2} / 2 N\left(1-c^{2}\right)\right]-i z \mu-u N \lambda}
\end{align*}
$$

where we used a formula $\left(1-a^{N}\right) /(1-a)=\sum a^{l}$ and $H_{l}(x)$ is Hermite polynomial, which is represented as [6]

$$
\begin{align*}
H_{l}(x) & =\oint \frac{d u}{2 i \pi} \frac{l!}{u^{l+1}} e^{x u-(1 / 2) u^{2}} \\
& =\int_{-\infty}^{\infty} \frac{d t}{\sqrt{2 \pi}}(i t)^{l} e^{-t^{2} / 2-i t x+x^{2} / 2} \tag{2.25}
\end{align*}
$$

where $H_{0}(x)=1, H_{1}(x)=x, H_{2}(x)=x^{2}-1$. The second term of (2.24) is vanishing.
Another kernel $\bar{K}_{n}(\lambda, \mu)$ in (2.23) is

$$
\begin{align*}
\bar{K}_{N}(\lambda, \mu)= & \sqrt{\frac{N\left(1-c^{2}\right)}{2 \pi}} e^{-\frac{N \lambda^{2}\left(1-c^{2}\right)}{2}} \sum_{l=0}^{N-1} \frac{c^{l}}{l!} H_{l}\left(\lambda \sqrt{N\left(1-c^{2}\right)}\right) H_{l}\left(\mu \sqrt{N\left(1-c^{2}\right)}\right) \\
& +i^{N} \oint \frac{d v}{2 i \pi} \int \frac{d z}{2 \pi} \frac{1}{v-\frac{i z}{N}} e^{-\left[v^{2} c^{2} N / 2\left(1-c^{2}\right)\right]-\left[z^{2} / 2 N\left(1-c^{2}\right)\right]-i z \lambda-v c \mu N} \tag{2.26}
\end{align*}
$$

The second term is vanishing.
In the limit $c \rightarrow 0, \bar{K}_{N}(\lambda, \mu)=\sqrt{N /(2 \pi)} e^{-(N / 2) \lambda^{2}}$ and $\rho_{c}^{(2)}(\lambda, \mu)=\rho_{c}^{(I)}(\lambda, \mu)+$ $\rho_{c}^{(I I)}(\lambda, \mu)$ becomes

$$
\begin{align*}
\rho_{c}^{(2)}(\lambda, \mu) & =\sqrt{\frac{N}{2 \pi}} K_{N}(\lambda, \mu) e^{-\frac{N}{2} \lambda^{2}}-\sqrt{\frac{N}{2 \pi}} K_{N}(\lambda, \mu) e^{-\frac{N}{2} \lambda^{2}} \\
& =0 \tag{2.27}
\end{align*}
$$

which means that there is no correlation for $t \rightarrow \infty\left(c=e^{-t}\right)$ as expected.
For the later use, we evaluate $\rho^{(2)}(\lambda, \mu)$ for small $N$ with the expression of $K_{N}(\lambda, \mu)$ and $\bar{K}_{N}(\lambda, \mu)$. For $N=2$,

$$
\begin{equation*}
K_{N}(\lambda, \mu)=\sqrt{\frac{1-c^{2}}{\pi}}\left(1+\frac{2 \lambda \mu}{c}\left(1-c^{2}\right)\right) e^{-\mu^{2}\left(1-c^{2}\right)} \tag{2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{K}_{N}(\lambda, \mu)=\sqrt{\frac{1-c^{2}}{\pi}}\left(1+2 c \lambda \mu\left(1-c^{2}\right)\right) e^{-\lambda^{2}\left(1-c^{2}\right)} \tag{2.29}
\end{equation*}
$$

For $\lambda=0$, the product of $K_{N}(0, \mu) \bar{K}_{N}(0, \mu)$ becomes for $N=2$,

$$
\begin{equation*}
K_{N}(0, \mu) \bar{K}_{N}(0, \mu)=\frac{1-c^{2}}{\pi} e^{-\mu^{2}\left(1-c^{2}\right)} \tag{2.30}
\end{equation*}
$$



Figure 2. Spectral Form Factor average $S_{c}=\left(S^{I}+S^{I I}\right)_{\text {Hermite }}+S^{d}$ where the connected part is evaluated using the hermite polynomial representation of the kernel.
and its Fourier transform $S^{(I I)}(t)$ is

$$
\begin{align*}
S^{(I I)}(t) & =-\int_{-\infty}^{\infty} d \mu e^{i \mu t} K_{N}(0, \mu) \bar{K}_{N}(0, \mu) \\
& =-\frac{\sqrt{1-c^{2}}}{\sqrt{\pi}} e^{-\frac{t^{2}}{4\left(1-c^{2}\right)}} \tag{2.31}
\end{align*}
$$

This corresponds to the ramp behavior for $N=2$. For the plateau region, $S^{(I)}(t)$ of $N=2$, we obtain Fourier transform of (2.18),

$$
\begin{equation*}
S^{(I)}(t)=\sqrt{\frac{1-c^{2}}{\pi}} e^{-\frac{t^{2}}{4}} \tag{2.32}
\end{equation*}
$$

Then we write a connected part as $S_{c}(\tau)$ and its average as $\left\langle S_{c}\right\rangle_{\text {average }}$,

$$
\begin{align*}
S_{c}(\tau) & =\int \frac{1}{2 \pi} \rho_{c}^{2}(0, \omega) e^{i \omega \tau} d \omega \\
\left\langle S_{c}(t)\right\rangle_{\text {average }} & =\int_{0}^{t} S(\tau) d \tau \tag{2.33}
\end{align*}
$$

And after averaging this over an interval $[0, t]$ we plot it in figure 2
In figure 2 we have computed the connected part of the correlation function from eq. (2.23) using the definition in eq. (2.24), (2.26)

Saddle point analysis for large $\boldsymbol{N}$. For the numerical analysis of finite $N$, we here represent the detail analysis of the large $N$ by the saddle point method. The saddle point analysis is same as [6].

First kernel for this case:

$$
\begin{equation*}
K_{N}(\lambda, \mu)=\oint \frac{d u}{2 \pi i} \int \frac{d z_{2}}{2 \pi}\left(\frac{z_{2}}{c u N}\right)^{N} \frac{1}{u+\frac{i z_{2}}{c N}} e^{-\left(\frac{N u^{2}}{2\left(1-c^{2}\right)}+\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}+i z_{2} u+u N \lambda\right)} \tag{2.34}
\end{equation*}
$$

By a scaling $z \rightarrow z N c$

$$
\begin{equation*}
K_{N}(\lambda, \mu)=c N \oint \frac{d u}{2 \pi i} \int \frac{d z_{2}^{\prime}}{2 \pi} \frac{1}{u+i z_{2}^{\prime}} e^{-N f\left(z_{2}^{\prime}, u\right)} \tag{2.35}
\end{equation*}
$$

Saddle point equation for first kernel:

$$
\begin{equation*}
f\left(z_{2}^{\prime}, u\right)=\frac{u^{2}}{2\left(1-c^{2}\right)}+\frac{c^{2}\left(z_{2}^{\prime}\right)^{2}}{2\left(1-c^{2}\right)}+i c \mu z_{2}^{\prime}+\lambda u+\log (u)-\log \left(z_{2}^{\prime}\right) \tag{2.36}
\end{equation*}
$$

here $\lambda=\frac{2}{\sqrt{1-c^{2}}} \sin (\theta), \mu=\frac{2}{\sqrt{1-c^{2}}} \sin (\phi)$. Solving the equations saddle points are

$$
\begin{aligned}
\left(z_{2}^{\prime}, u\right): \rightarrow & \left(\frac{\sqrt{1-c^{2}} e^{-i \phi}}{c},-i \sqrt{1-c^{2}} e^{-i \theta}\right) ;\left(-\frac{\sqrt{1-c^{2}} e^{i \phi}}{c},-i \sqrt{1-c^{2}} e^{-i \theta}\right) \\
& \left(\frac{\sqrt{1-c^{2}} e^{-i \phi}}{c}, i \sqrt{1-c^{2}} e^{i \theta}\right) ;\left(-\frac{\sqrt{1-c^{2}} e^{i \phi}}{c}, i \sqrt{1-c^{2}} e^{i \theta}\right)
\end{aligned}
$$

Considering fluctuation around saddle points the solution of kernel is:

$$
\begin{align*}
K_{N}(\lambda, \mu)= & -\frac{c N}{2 \pi N} \sum \frac{e^{-N\left(f\left(z_{2}^{\prime}, u\right)\right)}}{u+i z_{2}^{\prime}} \frac{1}{\sqrt{\frac{\partial^{2} f}{\partial u^{2}} \frac{\partial^{2} f}{\partial z_{2}^{\prime 2}}}}  \tag{2.37}\\
K_{N}(\theta, \phi)= & -\frac{i \sqrt{1-c^{2}} c e^{\frac{1}{2} i(\theta+\phi)}}{4 \sqrt{\cos (\theta) \cos (\phi)}}\left(\frac{\operatorname{Exp}\left[\frac{N}{2}\left(G[\theta, \phi]-e^{2 i \phi}+1\right)\right]}{(-i c)^{N}\left(c+e^{i(\theta+\phi)}\right)}\right.  \tag{2.38}\\
& \left.-\frac{\operatorname{Exp}\left[\frac{N}{2}(G[\theta,-\phi])\right]}{(i c)^{N}\left(e^{i \theta}-c e^{i \phi}\right)}-\frac{\operatorname{Exp}\left[\frac{N}{2}(G[-\theta,-\phi])\right]}{(-i c)^{N}\left(1+c e^{i(\theta+\phi)}\right)}+\frac{\operatorname{Exp}\left[\frac{N}{2}(G[-\theta, \phi])\right]}{(i c)^{N}\left(e^{i \phi}-c e^{i \theta}\right)}\right)
\end{align*}
$$

where we define $G[\theta, \phi]=2 i(\theta+\phi)-e^{-2 i \theta}+e^{2 i \phi}$
The second kernel is similarly given as

$$
\begin{equation*}
\bar{K}_{N}(\lambda, \mu)=\oint \frac{d v}{2 \pi i} \int \frac{d z_{1}}{2 \pi}\left(\frac{z_{1}}{v N}\right)^{N} \frac{1}{v+\frac{i z_{1}}{N}} e^{-\left(\frac{N c^{2} v^{2}}{2\left(1-c^{2}\right)}+\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}+i z_{1} \lambda+c v \mu N\right)} \tag{2.39}
\end{equation*}
$$

With a scaling $z \rightarrow z N$

$$
\begin{equation*}
\bar{K}_{N}(\lambda, \mu)=N \oint \frac{d v}{2 \pi i} \int \frac{d z_{1}^{\prime}}{2 \pi} \frac{1}{v+i z_{1}^{\prime}} e^{-N \bar{f}\left(z_{1}^{\prime}, v\right)} \tag{2.40}
\end{equation*}
$$

here also $\lambda=\frac{2}{\sqrt{1-c^{2}}} \sin (\theta), \mu=\frac{2}{\sqrt{1-c^{2}}} \sin (\phi)$ and saddle point equation for the second kernel:

$$
\begin{equation*}
\bar{f}\left(z_{1}^{\prime}, v\right)=\left(\frac{c^{2} v^{2}}{2\left(1-c^{2}\right)}+\frac{\left(z_{1}^{\prime}\right)^{2}}{2\left(1-c^{2}\right)}+i z_{1}^{\prime} \lambda+c v \mu+\ln (v)-\ln \left(z_{1}^{\prime}\right)\right) \tag{2.41}
\end{equation*}
$$

This gives the saddle points:

$$
\begin{aligned}
\left(z_{1}^{\prime}, v\right): \rightarrow & \left(-\sqrt{1-c^{2}} e^{i \theta},-\frac{i \sqrt{1-c^{2}} e^{-i \phi}}{c}\right) ;\left(-\sqrt{1-c^{2}} e^{i \theta}, \frac{i \sqrt{1-c^{2}} e^{i \phi}}{c}\right) ; \\
& \left(\sqrt{1-c^{2}} e^{-i \theta},-\frac{i \sqrt{1-c^{2}} e^{-i \phi}}{c}\right) ;\left(\sqrt{1-c^{2}} e^{-i \theta}, \frac{i \sqrt{1-c^{2}} e^{i \phi}}{c}\right)
\end{aligned}
$$



Figure 3. Two-point correlation function connected part behavior using eq. (2.44) and eq. (2.21).This is compared with Bessel function of first kind.

With the fluctuation around the saddle points, one get the solution of kernel:

$$
\begin{align*}
& \bar{K}_{N}(\lambda, \mu)=-\frac{N}{2 \pi N} \sum \frac{e^{-N\left(\bar{f}\left(z_{1}^{\prime}, v\right)\right)}}{v+i z_{1}^{\prime}} \frac{1}{\sqrt{\frac{\partial^{2} \bar{f}}{\partial v^{2}} \frac{\hat{d}^{2} \bar{f}}{\partial z_{1}^{\prime 2}}}}  \tag{2.42}\\
& \bar{K}_{N}(\theta, \phi):=\frac{i \sqrt{1-c^{2}}}{4 \sqrt{\frac{1}{2} i(\theta+\phi)}}\left(-\frac{\operatorname{Exp}\left(\frac{N}{2}(F[\theta, \phi])\right)}{(-i c)^{N}\left(e^{i \theta}-c e^{i \phi}\right)}+\frac{\operatorname{Exp}\left(\frac{N}{2}(F[-\theta, \phi])\right)}{(-i c)^{N}\left(e^{i \phi}-c e^{i \theta}\right)}\right. \\
&\left.+\frac{\operatorname{Exp}\left(\frac{N}{2}(F[\theta,-\phi])\right)}{(i c)^{N}\left(c+e^{i(\theta+\phi)}\right)}-\frac{\operatorname{Exp}\left(\frac{N}{2}(F[-\theta, \phi])\right)}{(i c)^{N}\left(1+c e^{i(\theta+\phi)}\right)}\right) \tag{2.43}
\end{align*}
$$

Where $F[\theta, \phi]=2 i(\theta-\phi)-e^{-2 i \theta}+e^{-2 i \phi}$. Two point Correlation Function then represented as eq. (2.23). One get by putting $\theta=0$ and by the change $\phi$ with

$$
\begin{align*}
\omega= & \frac{2 \sin \phi}{\sqrt{1-c^{2}}}, \\
\rho_{c}^{I I}[0, \omega]= & \frac{\left(1-c^{2}\right) A \times \operatorname{Exp}[-N]}{4 N^{2} \sqrt{4-\left(1-c^{2}\right) \omega^{2}}}\left[\frac{2(2-A)}{A(c A-2)(-i c)^{N}} \operatorname{Exp}\left\{\frac{N A^{2}}{8}\right\}\right. \\
& \left.+\frac{2 A^{2}}{\left(A^{2}-4 c^{2}\right)(i c)^{N}} \operatorname{Exp}\left\{\frac{N A^{2}}{8}\right\}\right]  \tag{2.44}\\
& \times\left[\frac{2 A^{2}}{\left(A^{2}-4 c^{2}\right)(-i c)^{N}} \operatorname{Exp}\left\{\frac{N}{8 A^{2}}\right\}+\frac{16}{A\left(c^{2} A^{2}-4\right)(i c)^{N}} \operatorname{Exp}\left\{\frac{2 N}{A^{2}}\right\}\right]
\end{align*}
$$

Where $A=\left(\sqrt{4-\left(1-c^{2}\right) \omega^{2}}+i \sqrt{1-c^{2}} \omega\right)$. For $\rho^{I}(0, \omega)$ we simply used the definition in eq. (2.23) and exact expression for first kernel from eq. (2.38) Now we need to compute


Figure 4. SFF of connected part $S_{c}\left(S^{I}+S^{I I}\right)$ from eq. (2.45).

Fourier transform of this two point correlation function to get the dynamical form factor.

$$
\begin{equation*}
S_{c}(\tau)=\int \frac{d \omega}{2 \pi} e^{i \omega \tau} \rho_{c}^{(2)}(E, \omega) \tag{2.45}
\end{equation*}
$$

We choose the singularities of the above equation to evaluate the contour integral. Poles of the equation are

$$
\begin{equation*}
\omega=-\frac{i \sqrt{c^{2}-1}}{c} \quad \omega=\frac{i \sqrt{c^{2}-1}}{c} \tag{2.46}
\end{equation*}
$$

Evaluating the integral w.r.t. the second saddle point $\frac{i \sqrt{c^{2}-1}}{c}$ suggests that

$$
\begin{equation*}
\rho(\tau) \simeq \tau e^{-\frac{\sqrt{1-c}}{\epsilon} \tau} \tag{2.47}
\end{equation*}
$$

Figure 4 support our argument.

### 2.1 Average of SFF

SFF can be averaged over an interval $(0, \mathrm{t})$ and plotting that shows a continuous behavior instead of kink at Heisenberg time

$$
\begin{equation*}
\langle S(\tau)\rangle=\int_{0}^{t} d \tau S(\tau)=\left[S_{c}(t)\right]_{\mathrm{avg}} \tag{2.48}
\end{equation*}
$$

From figure 2 and figure 5 SFF averaged over interval $[0, t]$. $\left[S_{c}(t)\right]_{\text {avg }}$ from Hermite polynomial method and saddle point analysis shows same kind of continuous transition behavior near Heisenberg time. We have compared solution of SFF average from both Hermite method (2.33) and saddle point analysis (2.48). In section 3 we have compared the change in saturation value of SFF and nature of this rounding off (Heisenberg Time).


Figure 5. Spectral Form Factor averaged over an interval $[0, t]$ from eq. (2.48) is plotted in Log-Log scale. We have considered both connected and disconnected part in this case.

## $3 \frac{1}{N}$ expansion for correlation function

Now we repeat well know saddle point method of one variable for two variable saddle point approximation

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x d y f(x, y) e^{A H(x, y)} \tag{3.1}
\end{equation*}
$$

For saddle point approximation we choose the main contributing points of the integral and this set of point is given by:

$$
\begin{equation*}
\left.\frac{\partial H(x, y)}{\partial x}\right|_{\left(x_{0}, y_{0}\right)}=0,\left.\frac{\partial H(x, y)}{\partial y}\right|_{\left(x_{0}, y_{0}\right)}=0,\left.\frac{\partial^{2} H(x, y)}{\partial y \partial x}\right|_{\left(x_{0}, y_{0}\right)}=0 \tag{3.2}
\end{equation*}
$$

Now we change the integration variable to

$$
\begin{equation*}
x=x_{0}+\frac{w}{\sqrt{A}} \quad y=y_{0}+\frac{z}{\sqrt{A}} \tag{3.3}
\end{equation*}
$$

Now we make Taylor expansions of $A H(x, y)$ and $F(x, y)$ around $x_{0}$ and $y_{0}$ and choose up to certain terms to get the $\frac{1}{A^{n}}$ terms completely for $n=\frac{1}{2}, 1$ in $e^{A H(w, z)} F(w, z)$ and then


Figure 6. Correlation function w.r.t. $\omega$ for different dimension of Matrix(N) and effect of correction from second term of eq. (3.4).
perform Gaussian Integration to get the 1st and second term of saddle point approximation

$$
\begin{align*}
& \int_{-\infty}^{\infty} d x d y F(x, y) e^{A H(x, y)}=\left\{\frac{2 \pi F\left(x_{0}, y_{0}\right) e^{A H\left(x_{0}, y_{0}\right)}}{A \sqrt{H^{(2,0)}\left(x_{0}, y_{0}\right)} \sqrt{H^{(0,2)}\left(x_{0}, y_{0}\right)}}\right\} \\
&+\left(\frac{\pi e^{A H\left(x_{0}, y_{0}\right)}}{4 A^{2} H^{(0,2)}\left(x_{0}, y_{0}\right)^{5 / 2} H^{(2,0)}\left(x_{0}, y_{0}\right)^{5 / 2}}\right) \\
& \times\left\{H^{(0,2)}\left(x_{0}, y_{0}\right)\right)^{2}\left[4 F^{(2,0)}\left(x_{0}, y_{0}\right) H^{(2,0)}\left(x_{0}, y_{0}\right)+4 F^{(1,0)}\left(x_{0}, y_{0}\right) H^{(3,0)}\left(x_{0}, y_{0}\right)\right. \\
&\left.+F\left(x_{0}, y_{0}\right) H^{(4,0)}\left(x_{0}, y_{0}\right)\right]+H^{(0,2)}\left(x_{0}, y_{0}\right)\left[4 F^{(0,2)}\left(x_{0}, y_{0}\right) H^{(2,0)}\left(x_{0}, y_{0}\right)^{2}\right. \\
&+4 F^{(1,0)}\left(x_{0}, y_{0}\right) H^{(1,2)}\left(x_{0}, y_{0}\right) H^{(2,0)}\left(x_{0}, y_{0}\right)+4 F^{(0,1)}\left(x_{0}, y_{0}\right) H^{(2,1)}\left(x_{0}, y_{0}\right) H^{(2,0)}\left(x_{0}, y_{0}\right) \\
&+2 F\left(x_{0}, y_{0}\right) H^{(2,2)}\left(x_{0}, y_{0}\right) H^{(2,0)}\left(x_{0}, y_{0}\right)+3 F\left(x_{0}, y_{0}\right) H^{(2,1)}\left(x_{0}, y_{0}\right)^{2} \\
&\left.+2 F\left(x_{0}, y_{0}\right) H^{(1,2)}\left(x_{0}, y_{0}\right) H^{(3,0)}\left(x_{0}, y_{0}\right)\right]+H^{(2,0)}\left(x_{0}, y_{0}\right)\left[4 F^{(0,1)}\left(x_{0}, y_{0}\right) H^{(0,3)}\left(x_{0}, y_{0}\right)\right. \\
& H^{(2,0)}\left(x_{0}, y_{0}\right)+F\left(x_{0}, y_{0}\right)\left(3 H^{(1,2)}\left(x_{0}, y_{0}\right)^{2}+H^{(0,4)}\left(x_{0}, y_{0}\right) H^{(2,0)}\left(x_{0}, y_{0}\right)\right. \\
&\left.\left.\left.+2 H^{(0,3)}\left(x_{0}, y_{0}\right) H^{(2,1)}\left(x_{0}, y_{0}\right)\right)\right]\right\} \tag{3.4}
\end{align*}
$$

### 3.1 Second order contribution of SFF

Now we evaluate next order contribution for correlation function using second term of the eq. (3.4). We use this relation for expression of both the kernels in eq. (2.35) and eq. (2.40). We follow the exactly same procedure thereafter and at first evaluate the twopoint correlation function.

Now we evaluate spectral form factor by Fourier transform exactly as eq. (2.45). We choose the singularities of this equation to find the integral by residue theorem. The singularities are same as previous case (eq. (2.46)). Then we compute residue w.r.t. these


Figure 7. 1st order correction of Spectral Form Factor w.r.t. $\tau$ for $N=20$ behave in the same way as the zeroth order solution.


Figure 8. 1st order of correction in SFF connected part average over interval [0,t] from eq. (3.4).
points. Considering the second term of eq. (3.4) we have added the correction term in SFF and plotted it in figure 7(b) SFF can be averaged over an interval [0,t] and plotting that shows a continuous behavior instead of kink at Heisenberg time

$$
\begin{equation*}
\langle S(\tau)\rangle=\int_{0}^{t} d \tau S(\tau)=S_{\mathrm{avg}}(t) \tag{3.5}
\end{equation*}
$$

We can compare solution of SFF with first order correction term to our previously evaluated SFF with only zeroth order saddle approximation term and hermite polynomial solution for kernels Figure 9 shows that 1st order correction introduces extra shift in saturation value of SFF average. Different $N$ cases has been obtained in figure 10 with saturation values explicitly mentioned. For $N=7$ zeroth order saddle point method solution has saturation at 0.028 which is shifted to 0.031 for solution with 1st order term in saddle point approximation. For $N=10,15,30$ cases zeroth order solution has saturation at $0.032,0.15,17.4$ which is shifted to $0.036,0.16,20.3$ with 1st order correction term. The first order correction shifted the saturation values closer to hermite polynomial representation solution.


Figure 9. SFF from saddle point approximation at zeroth order is compared with 1st order correction from saddle point method. Change in saturation value has been specified.

Hermite polynomial representation of kernels give saturation values for $N=4,10,15,30$ at around $0.034,0.042,0.18,23.9$. In figure 10 this comparison is shown in the plots explicitly.

### 3.2 Comparing different solutions

### 3.3 Shift in Heisenberg time

Here we compare our different solution to find what happens to Heisenberg time. Heisenberg time is the time scale after which SFF average saturates. To find this we have computed the relative fluctuation in SFF average. After certain time it is decayed to a value less than $10^{-3}$. We have considered that time as Heisenberg time. Relative fluctuation in SFF average is defined as:

$$
\begin{equation*}
\frac{\Delta S_{c}(t)}{S_{c}(t)}=\frac{S_{c}(t+\Delta t)-S_{c}(t)}{S_{c}(t)} \tag{3.6}
\end{equation*}
$$

The zeroth order saddle point method, saddle point method with 1st order correction


Figure 10. SFF average has shift in saturation values. Here different solution from Hermite method, zeroth order saddle method and 1st order corrected saddle approximation is compared.
and Hermite method solution all has Heisenberg time $\left(t_{H}\right)$ at a point when this relative fluctuation decays to less than $10^{-3}$ at some fixed $t_{H}$. From figure 11(a) for $N=15, c=0.9$ Heisenberg time for zeroth order saddle point is at $t_{H}=7.9$, and for Hermite method solution $t_{H}=12.4$. For figure 11(b) Heisenberg time for $N=10, c=0.9$ is at $t_{H}=$ $7.61,7.76,8.90$ for Saddle point solution with 1st order correction, zeroth order solution and from hermite polynomial solution. In figure 12 shift in Heisenberg time form zeroth order saddle point solution for different $c$ values is obtained. For $c=0.9$ Heisenberg time is $t_{H}=7.78$ which is shifted to $t_{H}=5.69$ for $c=0.8$. For $c=0.7$ Heisenberg time is $t_{H}=4.48$. As the exponential decat behavior of SFF connected part dependes on $c$ explicitly (eq. (2.47)), chnaging $c$ values heavily shift Heisenberg time.


Figure 11. Relative fluctuation defined in eq. (3.6) for SFF average at $N=15,10, c=0.9$ w.r.t. $t$ is obtained using eq. (3.6) with $\Delta t=0.1$.


Figure 12. Heisenberg time from SFF average computed for zeroth order saddle point method solution for $\mathrm{c}=0.9,0.8,0.7$ for $\mathrm{N}=10$.

## 4 Two point correlation function between same matrices

In this section we will compute the two-point correlation function between same matrices. Two point correlation function for same matrices can be written as:

$$
\begin{equation*}
U_{0}^{M_{1}}\left(z_{1}, z_{2}\right)=\left\langle\frac{1}{N} \operatorname{Tr} e^{i z_{1} M_{1}} \frac{1}{N} \operatorname{Tr} e^{i z_{2} M_{1}}\right\rangle \tag{4.1}
\end{equation*}
$$

Following the same change of measure and distribution function as in eq. (2.7), we solve this by external source matrix A. The method here is same as in [6]. Using the modification of previous representation of $U\left(z_{1}, z_{2}\right)$ we have for the same matrix.

$$
U_{A}^{M_{1}}\left(z_{1}, z_{2}\right)=K \sum_{\alpha_{1}, \alpha_{2}}^{N} \iint e^{i z_{1} r_{\alpha_{1}}} e^{i z_{2} r_{\alpha_{2}}} e^{-\frac{N}{2} \sum r_{i}^{2}+\frac{N}{2} \sum \xi_{j}^{2}+c N \sum \xi_{i} r_{i}-N \sum a_{i} r_{i}} \Delta(\xi) d r d \xi
$$

Here $\prod_{i=1}^{N} d \xi_{i}=d \xi$ and $\prod_{i=1}^{N} d r_{i}=d r$ and $\frac{1}{N^{2} Z_{A} \Delta(A)}=K$.

Solving the integral in contour representation we decompose it in three parts.
For $\alpha_{1}=\alpha_{2}$

$$
\begin{align*}
U_{0}^{M_{1}}\left(z_{1}, z_{2}\right)= & \frac{c \sqrt{1-c^{2}}}{i N Z_{A}\left(z_{1}+z_{2}\right)} \oint\left(1-\frac{i\left(z_{1}+z_{2}\right)}{N u\left(1-c^{2}\right)}\right)^{N} \operatorname{Exp} \\
& {\left[-\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}-\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}-\frac{z_{1} z_{2}}{N\left(1-c^{2}\right)}-\frac{i\left(z_{1}+z_{2}\right) u}{1-c^{2}}\right] }  \tag{4.2}\\
\rho_{M_{1}}^{I}(\lambda, \mu)= & \frac{c \sqrt{1-c^{2}}}{i N Z_{A}} \int \frac{d z_{1} d z_{2}}{4 \pi^{2}\left(z_{1}+z_{2}\right)} \operatorname{Exp}\left[-i z_{1} \lambda-i z_{2} \mu\right] \oint\left(1-\frac{i\left(z_{1}+z_{2}\right)}{N u\left(1-c^{2}\right)}\right)^{N} \\
& \operatorname{Exp}\left[-\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}-\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}-\frac{z_{1} z_{2}}{N\left(1-c^{2}\right)}-\frac{i\left(z_{1}+z_{2}\right) u}{1-c^{2}}\right] \tag{4.3}
\end{align*}
$$

Then we have done $z_{1}, z_{2}$ integrals and the contour integration over $u$ for the pole at $u=o$.

$$
\begin{equation*}
S^{I}(\tau)=\int \frac{d \omega}{2 \pi} e^{i \omega \tau} \rho^{I}(0, \omega) \tag{4.4}
\end{equation*}
$$

$S^{I}(\tau)$ is independent of $\tau$. The disconnected part of correlation function has the form:

$$
\begin{align*}
U_{d}^{M_{1}}\left(z_{1}, z_{2}\right)= & -\frac{c^{2}\left(1-c^{2}\right)}{z_{1} z_{2}} \oint \frac{d u d v}{(2 \pi i)^{2}}\left(1-\frac{i z_{1}}{N\left(1-c^{2}\right) u}\right)^{N}\left(1-\frac{i z_{2}}{N\left(1-c^{2}\right) v}\right)^{N} \\
& \operatorname{Exp}\left\{-\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}-\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}-\frac{i z_{1} u}{1-c^{2}}-\frac{i z_{2} v}{1-c^{2}}\right\} \tag{4.5}
\end{align*}
$$

Then the disconnected part of two point correlation function for $M_{1}-M_{1}$ interaction is simply

$$
\begin{equation*}
\rho_{M_{1}}^{d}(\lambda, \mu)=-\rho(\lambda) \rho(\mu) \tag{4.6}
\end{equation*}
$$

Where $\rho(\lambda)$ is the level density for two matrix model. Now we use one transformation for connected part: $z_{1}=z_{1}^{\prime}-i N\left(1-c^{2}\right) u, z_{2}=z_{2}^{\prime}-i N\left(1-c^{2}\right) v$

$$
\begin{aligned}
& U_{M_{1}}^{I I}\left(z_{1}, z_{2}\right)=\frac{c}{N^{2}} \oint \frac{d u d v}{(2 \pi i)^{2}}\left[\frac{z_{1}^{\prime}}{i N\left(1-c^{2}\right) u} \times \frac{z_{2}^{\prime}}{i N\left(1-c^{2}\right) v}\right]^{N} \frac{1}{\left(v+\frac{i z_{1}}{N\left(1-c^{2}\right)}\right)\left(u+\frac{i z_{2}}{N\left(1-c^{2}\right)}\right)} \\
& \quad \times \operatorname{Exp}\left[-\frac{z_{1}^{2}}{2 N\left(1-c^{2}\right)}-\frac{z_{2}^{2}}{2 N\left(1-c^{2}\right)}-\frac{i u z_{1}^{\prime} c^{2}}{1-c^{2}}-\frac{i v z_{2} c^{2}}{1-c^{2}}-\frac{N\left(c^{2}+1\right) u^{2}}{2}-\frac{N\left(c^{2}+1\right) v^{2}}{2}\right]
\end{aligned}
$$

now we do the Fourier transform two get the two point correlation function:

$$
\begin{array}{r}
\rho_{M_{1}}^{I I}(\lambda, \mu)=\frac{c}{N^{2}} \int \frac{d z_{1} d z_{2}}{(2 \pi)^{2}} \oint \frac{d u d v}{(2 \pi i)^{2}}\left[\frac{z_{1}^{\prime}}{i N\left(1-c^{2}\right) u} \times \frac{z_{2}^{\prime}}{i N\left(1-c^{2}\right) v}\right]^{N} \frac{1}{\left(v+\frac{i z_{1}}{N\left(1-c^{2}\right)}\right)} \\
\frac{1}{\left(u+\frac{i z_{2}}{N\left(1-c^{2}\right)}\right)} \operatorname{Exp}\left[-\frac{z_{1}^{\prime 2}}{2 N\left(1-c^{2}\right)}-\frac{z_{2}^{\prime 2}}{2 N\left(1-c^{2}\right)}-\frac{i u z_{1}^{\prime} c^{2}}{1-c^{2}}-\frac{i v z_{2}^{\prime} c^{2}}{1-c^{2}}-\frac{N\left(c^{2}+1\right) u^{2}}{2}\right. \\
\left.\quad-\frac{N\left(c^{2}+1\right) v^{2}}{2}+i z_{1} \lambda+N\left(1-c^{2}\right) u \lambda+i z_{2} \mu+N\left(1-c^{2}\right) v \mu\right]
\end{array}
$$

replacing $z_{1}=\frac{z_{1}^{\prime}}{N\left(1-c^{2}\right)}$ and $z_{2}=\frac{z_{2}^{\prime}}{N\left(1-c^{2}\right)}$

$$
\begin{align*}
& \rho_{M_{1}}^{I I}(\lambda, \mu)= c\left(1-c^{2}\right)^{2} \int \frac{d z_{1} d z_{2}}{(2 \pi)^{2}} \oint \frac{d u d v}{(2 \pi i)^{2}}\left[\frac{z_{1}}{i u}\right]^{N}\left[\frac{z_{2}}{i v}\right]^{N} \frac{1}{\left(v+i z_{1}\right)\left(u+i z_{2}\right)} \\
& \operatorname{Exp}\left[-N\left\{\frac{\left(1-c^{2}\right) z_{1}^{2}}{2}+\frac{\left(1-c^{2}\right) z_{2}^{2}}{2}+i c^{2} u z_{1}+i c^{2} v z_{2}+\frac{c^{2}+1}{2} u^{2}+\frac{c^{2}+1}{2} v^{2}\right.\right.  \tag{4.7}\\
&\left.\left.+i\left(1-c^{2}\right) z_{1} \lambda+i\left(1-c^{2}\right) z_{2} \mu+\left(1-c^{2}\right) u \lambda+\left(1-c^{2}\right) v \mu\right\}\right]
\end{align*}
$$

Solving the integral by four-variable saddle point method. Here we consider four variable saddle point solution discussed in $[12,13]$. Eq. (4.7) is characterized by the following form of four variables.

$$
\begin{align*}
F\left(z_{1}, z_{2}, u, v\right)= & \frac{1}{2}\left(c^{2}+1\right)\left(u^{2}+v^{2}\right)+\left(1-c^{2}\right)(\lambda u+\mu v)+i c^{2}\left(u z_{1}+v z_{2}\right) \\
& +\frac{1}{2}\left(1-c^{2}\right) z_{1}^{2}+\frac{1}{2}\left(1-c^{2}\right) z_{2}^{2}+i\left(1-c^{2}\right)\left(\lambda z_{1}+\mu z_{2}\right)  \tag{4.8}\\
& -\log (u)-\log (v)+\log (x)+\log (y)
\end{align*}
$$

So our saddle points are the simultaneous solution of four equations.

$$
\begin{array}{ll}
\frac{\partial F\left(z_{1}, z_{2}, u, v\right)}{\partial z_{1}}=0, & \frac{\partial F\left(z_{1}, z_{2}, u, v\right)}{\partial z_{2}}=0  \tag{4.9}\\
\frac{\partial F\left(z_{1}, z_{2}, u, v\right)}{\partial u}=0, & \frac{\partial F\left(z_{1}, z_{2}, u, v\right)}{\partial v}=0
\end{array}
$$

Solving this equation gives sixteen set of solution as the saddle points. Now using saddle point method for four variables with the transformation:

$$
\begin{align*}
\lambda= & \frac{\left(2 \sqrt{c^{2}+1}\right) \sin (\theta)}{\sqrt{c^{2}-1}}, \quad \mu=\frac{\left(2 \sqrt{c^{2}+1}\right) \sin (\phi)}{\sqrt{c^{2}-1}} \\
\rho_{M_{1}}^{I I}(\theta, \phi)= & \frac{c(-1)^{(N+1)}}{(2 \pi)^{4}}\left\{\frac{\left(1-c^{2}\right)^{2} e^{-N F\left(z_{1}, z_{2}, u, v\right)}}{\left(v+i z_{1}\right)\left(u+i z_{2}\right)}\right. \\
& \left.\left(1 /\left[\frac{\partial^{2} F\left(z_{1}, z_{2}, u, v\right)}{\partial^{2} z_{1}} \frac{\partial^{2} F\left(z_{1}, z_{2}, u, v\right)}{\partial^{2} z_{2}} \frac{\partial^{2} F\left(z_{1}, z_{2}, u, v\right)}{\partial^{2} u} \frac{\partial^{2} F\left(z_{1}, z_{2}, u, v\right)}{\partial^{2} v}\right]\right)\right\} \tag{4.10}
\end{align*}
$$

Now set $\lambda=0$ and apply the reverse transformation to obtain its previous form by

$$
\begin{equation*}
\omega=\frac{\left(2 \sqrt{c^{2}+1}\right) \sin (\phi)}{\sqrt{c^{2}-1}} \tag{4.11}
\end{equation*}
$$

Then this gives us the correlation function for same matrix model. We have plotted the same matrix correlation function for different $N$ in figure 13 . So the total correlation function from eq. (4.3), (4.6), (4.7)

$$
\begin{equation*}
\rho_{M_{1}}(\omega)=\rho_{M_{1}}^{I}(\omega)+\rho_{M_{1}}^{I I}(\omega)+\rho_{M_{1}}^{d}(\omega) \tag{4.12}
\end{equation*}
$$



Figure 13. Correlation function for same matrix interaction w.r.t. $\omega$ in $\log$ scale using eq. (4.12).

Fourier transforming the correlation function generates the spectral form factor.

$$
\begin{equation*}
S(\tau)=\int \frac{1}{2 \pi} e^{i \omega \tau} \rho_{M_{1}}(\omega) d \omega \tag{4.13}
\end{equation*}
$$

We do this by contour integral over the poles. Poles of this function are:

$$
\begin{equation*}
\omega \rightarrow-\frac{2 c^{2}}{c^{2}-1}, \omega \rightarrow \frac{\sqrt{-c^{6}+3 c^{4}-4}}{c^{2}-1}, \omega \rightarrow \pm \frac{2 i c^{2} \sqrt{c^{4}-1}}{\left(c^{2}-1\right)^{2}\left(c^{2}+1\right)}, \omega \rightarrow 0 \tag{4.14}
\end{equation*}
$$

Finding residue w.r.t. this poles gives us the Spectral Form Factor. We plotted its time average defined as:

$$
\begin{equation*}
S_{c}(t)_{\mathrm{avg}}=\int_{0}^{t} S_{c}(\tau) d \tau \tag{4.15}
\end{equation*}
$$

From figure 14 SFF for same matrix interaction ( $M_{1}-M_{1}$ interaction) have $c$ dependence. When we go towards $c \rightarrow 0$ we get the exact behavior of SFF as of different matrix interaction. In other cases it changes its magnitude and period with values of $c$ as well as $N$.

## 5 Instanton action for two matrix model

In [6] the two point function for two matrix model was calculated and given in the following form

$$
\begin{equation*}
\rho(\tau)=\int d \omega e^{i \omega \tau}\left(-\frac{1-c^{2}}{16 \pi^{2} N^{2}} \frac{1}{\cos \varphi} \frac{1}{\left[\frac{(1-c)^{2}}{4 c^{2}}+\sin ^{2} \varphi\right]^{2}} f\right) \tag{5.1}
\end{equation*}
$$

where $f$ is

$$
\begin{equation*}
f=\left[-2 \cos \varphi \cos [N h(\varphi)-\varphi]+\left(1+c^{2}\right) \cos N h(\varphi)\right]^{2} \tag{5.2}
\end{equation*}
$$



Figure 14. Spectral Form Factor for same matrix interaction w.r.t. $t$ for different $c=e^{-t}$ and dimension of $\operatorname{Matrix}(\mathrm{N})$.
and $\omega=\frac{2}{\sqrt{1-c^{2}}} \sin \varphi$. We have evaluated this same equation in eq. (2.44). Now the function has poles at $\omega=-\frac{i \sqrt{c^{2}-1}}{c}$ and $\omega=\frac{i \sqrt{c^{2}-1}}{c}$. Evaluating the contour integral for the pole at $\frac{i \sqrt{c^{2}-1}}{c}$ gives functional dependence of $\rho(\tau)$

$$
\begin{equation*}
\rho(\tau) \simeq \tau e^{-\frac{\sqrt{1-c}}{\epsilon} \tau} \tag{5.3}
\end{equation*}
$$

The non-perturbative term (instanton) comes from the pole of eq. (5.1).
There is interesting identity between spectral form factor and Laguerre polynomials discussed in [6] for $c=0$, in [14].Through this identity, we could discuss the instanton effect. For time dependent case, $c \neq 0$, we follow the analysis of (5.1) from [6], where the two point function is expressed as Fourier transform. As shown in (5.1) or from eq. (2.44), one of this pole contributes to the rounding behavior around Heisenberg time.

For one matrix model, the effect of instanton has been previously studied in [11, 15]. Firstly we separate out two eigenvalues, one from each matrices, and then compute the rest of the terms exactly for large $N$ to get an effective potential. The instanton action is
derived from values of effective potential at the saddle points and one reference point along the support of eigen value density. For two matrix model density of states is distributed along the interval $\left[-\frac{2}{\sqrt{c^{2}-1}}, \frac{2}{\sqrt{c^{2}-1}}\right]$.

Now we know the eigenvalue distribution /density of states has the form

$$
\rho(\lambda)=\frac{\sqrt{1-c^{2}}}{2 \pi} \sqrt{4-\left(1-c^{2}\right) \lambda^{2}}
$$

and normalized over $\left[-\frac{2}{\sqrt{c^{2}-1}}, \frac{2}{\sqrt{c^{2}-1}}\right]$. We have considered the behavior of instanton action in plateau regime, $\tau>1$. First we consider the one point function and evaluated the instanton action from it. Then we have repeated the same method for two-point function. We have computed them explicitly and compared their nature.

One-point function defined in (A.2) can be rewritten as

$$
\begin{align*}
U(\tau) & =\left\langle\frac{1}{N} \operatorname{Tr}\left(e^{2 i N \tau M_{1}}\right\rangle_{N}\right. \\
& =\int \operatorname{Tr}\left(e^{2 i N \tau M_{1}}\right) e^{-\frac{1}{2} \operatorname{Tr} M_{1}^{2}-\frac{1}{2} \operatorname{Tr} M_{2}^{2}+c \operatorname{Tr} M_{1} M_{2}} d M_{1} d M_{2} \tag{5.4}
\end{align*}
$$

For the term

$$
\begin{equation*}
\operatorname{Tr}\left(e^{2 i N \tau M_{1}}\right)=\left\{\sum_{\alpha=1}^{N-1} e^{2 i N \tau r_{i}}\right\}+e^{2 i N \tau x} \tag{5.5}
\end{equation*}
$$

we can ignore the $N-1$ eigenvalues and only consider the $e^{2 i N \tau x}$ term. Here x is considered to be the only eigenvalue with non-zero coupling.

$$
\begin{aligned}
U(\tau)= & \int e^{2 i N \tau x} e^{-\frac{N}{2} \sum_{i} r_{i}^{2}-\frac{N}{2} \sum_{i} \xi_{i}^{2}+c N \sum_{i} r_{i} \xi_{i}} \frac{\Delta^{2}(r) \Delta^{2}(\xi) \prod_{i} d r_{i} \prod_{i} d \xi_{i}}{\Delta(r) \Delta(\xi)} \\
= & \int d x d y e^{2 i N \tau x-\frac{N}{2} x^{2}-\frac{N}{2} y^{2}+c N x y} \int^{N-1} \prod_{i=1}^{N-1} d r_{i} \prod_{j=1}^{N-1} d \xi_{j} \prod_{i<j}^{N-1}\left(r_{i}-r_{j}\right) \prod_{i=1}^{N-1}\left(x-r_{i}\right) \\
& \prod_{i<j}^{N-1}\left(\xi_{i}-\xi_{j}\right) \prod_{i=1}^{N-1}\left(y-\xi_{i}\right) e^{2 i N \tau x-\frac{N}{2} \sum_{i=1}^{N-1} r_{i}^{2}-\frac{N}{2} \sum_{j=1}^{N-1} \xi_{j}^{2}+c N \sum_{i=1}^{N-1} r_{i} \xi_{i}}
\end{aligned}
$$

Now we define the second integral over $N-1$ eigenvalues as a matrix interval. We define two matrices composed from $N-1$ eigenvalue of the previous one. $\left.\bar{M}_{1}\right|_{N-1 \times N-1}$ has $N-1$ eigenvalues and in large $N$ limit the distribution of this $N-1$ eigenvalues follows the same density of states and distributed along the interval $\left[-\frac{2}{\sqrt{c^{2}-1}}, \frac{2}{\sqrt{c^{2}-1}}\right]$. Same is true for $\bar{M}_{2}$. So in matrix notation this can be represented as

$$
\begin{aligned}
U(\tau)= & \int d x d y e^{2 i N \tau x-\frac{N}{2} x^{2}-\frac{N}{2} y^{2}+c N x y} \\
& \times \int d \bar{M}_{1} d \bar{M}_{2} \operatorname{Det}\left(x-\bar{M}_{1}\right) \operatorname{Det}\left(y-\bar{M}_{2}\right) e^{-\frac{1}{2} \operatorname{Tr} \bar{M}_{1}^{2}-\frac{1}{2} \operatorname{Tr} \bar{M}_{2}^{2}+c \operatorname{Tr} \bar{M}_{1} \bar{M}_{2}} \\
= & \int d x d y e^{2 i N \tau x-\frac{N}{2} x^{2}-\frac{N}{2} y^{2}+c N x y}\left\langle\operatorname{Det}\left(x-\bar{M}_{1}\right) \operatorname{Det}\left(y-\bar{M}_{2}\right)\right\rangle_{N}
\end{aligned}
$$

In large $N$ limit we can use the factorization property of determinant

$$
\langle\operatorname{Det}(A) \operatorname{Det}(B)\rangle_{N}=\langle\operatorname{Det}(A)\rangle_{N}\langle\operatorname{Det}(B)\rangle_{N}
$$

and $\operatorname{Exp}[\operatorname{Tr}(\log [A])]=\operatorname{Det}(A)$ which simplifies the integral to

$$
\begin{aligned}
U(\tau) & =\int d x d y e^{2 i N \tau x-\frac{N}{2} x^{2}-\frac{N}{2} y^{2}+c N x y}\left\langle\operatorname{Det}\left(x-\bar{M}_{1}\right)\right\rangle_{N}\left\langle\operatorname{Det}\left(y-\bar{M}_{2}\right)\right\rangle_{N} \\
& =\int d x d y e^{2 i N \tau x-\frac{N}{2} x^{2}-\frac{N}{2} y^{2}+c N x y+\left\langle\operatorname{Tr}\left(\log \left(x-\bar{M}_{1}\right)\right)\right\rangle_{N}+\left\langle\operatorname{Tr}\left(\log \left(y-\bar{M}_{2}\right)\right)\right\rangle_{N}} \\
& =\int d x d y e^{-N A_{\text {eff }}(x, y)}
\end{aligned}
$$

Therefore

$$
A_{\mathrm{eff}}(x, y)=-2 i \tau x+\frac{1}{2} x^{2}+\frac{1}{2} y^{2}-c x y-\left\langle\operatorname{Tr}\left(\log \left(x-\bar{M}_{1}\right)\right)\right\rangle_{N}-\left\langle\operatorname{Tr}\left(\log \left(y-\bar{M}_{2}\right)\right)\right\rangle_{N}
$$

To evaluate the saddle point we solve the following equations

$$
\begin{gather*}
\frac{\partial A_{\mathrm{eff}}(x, y)}{\partial x}=0 \quad \frac{\partial A_{\mathrm{eff}}(x, y)}{\partial y}=0 \\
-2 i \tau+x-c y-\left\langle\operatorname{Tr}\left(\frac{1}{x-\bar{M}_{1}}\right)\right\rangle_{N}=0  \tag{5.6}\\
y-c x-\left\langle\operatorname{Tr}\left(\frac{1}{y-\bar{M}_{2}}\right)\right\rangle_{N}=0 \\
\left\langle\operatorname{Tr}\left(\frac{1}{x-\bar{M}_{1}}\right)\right\rangle_{N}=\int_{-\frac{2}{\sqrt{1-c^{2}}}}^{\frac{2}{\sqrt{1-c^{2}}}} d z \frac{\rho(z)}{x-z}=\frac{x}{2}\left(1-c^{2}\right)-\frac{1}{2} \sqrt{\left(1-c^{2}\right)^{2} x^{2}-4} \tag{5.7}
\end{gather*}
$$

So the saddle points are:

$$
\begin{align*}
& x_{*}=-\frac{2 i \sqrt{\tau^{2}-1}}{c^{2}-1}, \frac{2 i \sqrt{\tau^{2}-1}}{c^{2}-1} \\
& y_{*}=-i\left\{\frac{\left(c^{2}+1\right) \sqrt{\tau^{2}-1}-\left(1-c^{2}\right) \tau}{c\left(c^{2}-1\right)}\right\},  \tag{5.8}\\
& i\left\{\frac{\left(c^{2}+1\right) \sqrt{\tau^{2}-1}-\left(c^{2}-1\right) \tau}{c\left(c^{2}-1\right)}\right\}
\end{align*}
$$

Here we will consider only $\tau>1$ part for Large $N$ limit. So the saddle point are conjugate in nature.

Now we evaluate $A_{\text {eff }}(x, y)$ by

$$
\begin{align*}
\int \frac{\partial A_{\mathrm{eff}}}{\partial x} d x & =B(x, y)+C(y) \\
\frac{\partial B(x, y)}{\partial y}+\frac{d C(y)}{d y} & =\frac{\partial A_{\mathrm{eff}}}{\partial y} \tag{5.9}
\end{align*}
$$

comparing the coefficients in the last equation we evaluate the $C(y)$ term upto a constant. Now the final form of $A_{\text {eff }}(x, y)$ is

$$
\begin{align*}
A_{\mathrm{eff}}(x, y)= & \frac{1}{4\left(c^{2}-1\right)}\left[( c ^ { 2 } - 1 ) \left(x\left(\sqrt{\left(c^{2}-1\right)^{2} x^{2}-4}-4 c y-8 i \tau\right)\right.\right. \\
& \left.+\left(c^{2}+1\right) x^{2}+y\left(\sqrt{\left(c^{2}-1\right)^{2} y^{2}-4}+c^{2} y+y\right)\right) \\
& \left.-4 \log \left(\sqrt{\left(c^{2}-1\right)^{2} x^{2}-4}+\left(c^{2}-1\right) x\right)-4 \log \left(\sqrt{\left(c^{2}-1\right)^{2} y^{2}-4}+\left(c^{2}-1\right) y\right)\right] \tag{5.10}
\end{align*}
$$

So,

$$
\begin{align*}
A_{\mathrm{inst}}(\tau) & =S_{\mathrm{eff}}\left(x_{*}^{1}, y_{*}^{1}\right)-S_{\mathrm{eff}}\left(x_{*}^{2}, y_{*}^{2}\right) \\
A_{\mathrm{inst}}(\tau) & =-\frac{2}{\left(c^{2}-1\right)}\left[\left(\tau \sqrt{\tau^{2}-1}-\log \left(\sqrt{\tau^{2}-1}+\tau\right)\right)\right]  \tag{5.11}\\
A_{\mathrm{eff}}\left(x_{*}^{1}, y_{*}^{1}\right) & =-\frac{2 \tau \sqrt{\tau^{2}-1}}{c^{2}-1}+\frac{2}{c^{2}-1}\left(\cosh ^{-1}(\tau)\right) \\
A_{\mathrm{eff}}\left(x_{*}^{2}, y_{*}^{2}\right) & =\frac{2 \tau \sqrt{\tau^{2}-1}}{c^{2}-1}-\frac{\cosh ^{-1}(-\tau)+\cosh ^{-1}(\tau)}{c^{2}-1} \tag{5.12}
\end{align*}
$$

Now two point correlation can be defined as follows:

$$
U(\tau,-\tau)=\int \operatorname{Tr}\left(e^{2 i N \tau M_{1}}\right) \operatorname{Tr}\left(e^{-2 i N \tau M_{2}}\right) e^{-\frac{1}{2} \operatorname{Tr} M_{1}^{2}-\frac{1}{2} \operatorname{Tr} M_{2}^{2}+c \operatorname{Tr} M_{1} M_{2}} d M_{1} d M_{2}
$$

Now we have used same argument as of one-point function we have ignored $N-1$ eigenvalue and considered only $x$ and $y$ has non-zero coupling. Also in large $N$ limit factorization of determinant is used.

$$
\begin{align*}
U(\tau,-\tau) & =\int e^{2 i N \tau x-2 i N \tau y} e^{-\frac{N}{2} \sum_{i} r_{i}^{2}-\frac{N}{2} \sum_{i} \xi_{i}^{2}+c N \sum_{i} r_{i} \xi_{i}} \frac{\Delta^{2}(r) \Delta^{2}(\xi) \prod_{i} d r_{i} \prod_{i} d \xi_{i}}{\Delta(r) \Delta(\xi)} \\
& =\int d x d y e^{2 i N \tau x-2 i N \tau y-\frac{N}{2} x^{2}-\frac{N}{2} y^{2}+c N x y}\left\langle\operatorname{Det}\left(x-\bar{M}_{1}\right)\right\rangle_{N}\left\langle\operatorname{Det}\left(y-\bar{M}_{2}\right)\right\rangle_{N}  \tag{5.13}\\
& =\int d x d y e^{2 i N \tau x-2 i N \tau y-\frac{N}{2} x^{2}-\frac{N}{2} y^{2}+c N x y+\left\langle\operatorname{Tr}\left(\log \left(x-\bar{M}_{1}\right)\right)\right\rangle_{N}+\left\langle\operatorname{Tr}\left(\log \left(y-\bar{M}_{2}\right)\right)\right\rangle_{N}} \\
& =\int d x d y e^{-N A_{\text {eff }}^{\prime}(x, y)}
\end{align*}
$$

Therefore

$$
\begin{gather*}
A_{\mathrm{eff}}^{\prime}(x, y)=-2 i \tau x+2 i \tau y+\frac{1}{2} x^{2}+\frac{1}{2} y^{2}-c x y-\left\langle\operatorname{Tr}\left(\log \left(x-\bar{M}_{1}\right)\right)\right\rangle_{N}-\left\langle\operatorname{Tr}\left(\log \left(y-\bar{M}_{2}\right)\right)\right\rangle_{N} \\
\frac{\partial A_{\mathrm{eff}}^{\prime}(x, y)}{\partial x}=0 \quad \frac{\partial A_{\mathrm{eff}}^{\prime}(x, y)}{\partial y}=0 \\
-2 i \tau+x-c y-\left\langle\operatorname{Tr}\left(\frac{1}{x-\bar{M}_{1}}\right)\right\rangle_{N}=0  \tag{5.14}\\
2 i \tau+y-c x-\left\langle\operatorname{Tr}\left(\frac{1}{y-\bar{M}_{2}}\right)\right\rangle_{N}=0
\end{gather*}
$$

Again we have used the density of states expression

$$
\left\langle\operatorname{Tr}\left(\frac{1}{x-\bar{M}_{1}}\right)\right\rangle_{N}=\int_{-\frac{2}{\sqrt{1-c^{2}}}}^{\frac{2}{\sqrt{1-c^{2}}}} d z \frac{\rho(z)}{x-z}=\frac{x}{2}\left(1-c^{2}\right)-\frac{1}{2} \sqrt{\left(1-c^{2}\right)^{2} x^{2}-4}
$$

After evaluating the saddle points are

$$
\begin{align*}
& x_{*}^{1}=\frac{i\left(-\sqrt{(c-1)^{2} \tau^{2}+c}+c \tau+\tau\right)}{c(c+1)}, \quad x_{*}^{2}=\frac{i\left(\sqrt{(c-1)^{2} \tau^{2}+c}+c \tau+\tau\right)}{c(c+1)} \\
& y_{*}^{1}=\frac{i\left(-\left(c^{2}+c+1\right) \sqrt{(c-1)^{2} \tau^{2}+c}+(c+1)((c-3) c+1) \tau\right)}{c^{2}(c+1)},  \tag{5.15}\\
& y_{*}^{2}=\frac{i\left(\left(c^{2}+c+1\right) \sqrt{(c-1)^{2} \tau^{2}+c}+(c+1)((c-3) c+1) \tau\right)}{c^{2}(c+1)}
\end{align*}
$$

,we get the instanton action as:

$$
\begin{equation*}
A_{\mathrm{inst}}^{\prime}(\tau)=A_{\mathrm{eff}}^{\prime}\left(x_{*}^{1}, y_{*}^{1}\right)-A_{\mathrm{eff}}^{\prime}\left(x_{*}^{2}, y_{*}^{2}\right) \tag{5.16}
\end{equation*}
$$

Instanton effect for one matrix model has been studied in [15]for large N limit in $\tau>1$ plateau regime in context of Gaussian one matrix model. For eigenvalue instanton in $N \times N$ Gaussian hermitian matrix instanton action is given as-

$$
\begin{equation*}
A_{\mathrm{inst}}(\tau)=2\left[\tau \sqrt{\tau^{2}-1}-\cosh ^{-1}(\tau)\right] \tag{5.17}
\end{equation*}
$$

In [15] it is claimed that $A_{\text {inst }}^{\prime}(\tau)$ for two -point correlation function is proportional instanton action derived from one point function for one matrix model.To verify this we have shown their behavior and found this proportionally to hold in large $\tau$ limit only. Now we can compare instanton action from one and two point function and check their proportional behavior.

## 6 Duality relation for two matrix model

Correlation function for characteristic polynomial of two matrix model has been studied in [16]. We here review the duality formula found in [16] for the later use of it in discussion of the logarithmic potential.

$$
\begin{equation*}
J=\left\langle\prod_{\alpha=1}^{k_{1}} \operatorname{det}\left(\lambda_{\alpha}-M_{1}\right) \prod_{\beta=1}^{k_{2}} \operatorname{det}\left(\mu_{\beta}-M_{2}\right)\right\rangle \tag{6.1}
\end{equation*}
$$

$M_{1}$ and $M_{2}$ are $\mathrm{N} \times \mathrm{N}$ Hermitian matrix as seen in eq. (2.5), eq. (2.4) The average is over distribution for two matrix model [eq. (2.5)]

$$
\begin{equation*}
P\left(M_{1}, M_{2}\right)=\frac{1}{Z} e^{-\frac{1}{2} \operatorname{tr} M_{1}^{2}-\frac{1}{2} \operatorname{tr} M_{2}^{2}-c t r M_{1} M_{2}-t r M_{1} A} \tag{6.2}
\end{equation*}
$$

The duality formula found in [16] are expressed as

$$
\begin{align*}
J & =\int d B_{1} d B_{2} d D^{\dagger} d D e^{-\frac{N}{2}} \operatorname{Tr}\left(B_{1}^{2}+B_{2}^{2}+2 D^{\dagger} D\right) \tag{6.3}
\end{align*} \prod_{i=1}^{N} \operatorname{det}\left(X_{i}\right) \quad .
$$



Figure 15. Instanton action from One-point function (eq. (5.11)), from two-point function (eq. (5.16)) is compared with know eigenvalue instanton action for one matrix model (eq. (5.17)). We have scaled them appropriately to show their same nature in large $\tau$ limit.
where $B_{1}$ and $B_{2}$ are hermitian square matrices and $D$ is complex rectangular matrix. Now we use a transformation

$$
B_{1}^{\prime} \rightarrow B_{1}+i \sqrt{1-c^{2}} \lambda_{\alpha, \alpha^{\prime}} \delta_{\alpha, \alpha^{\prime}} \quad B_{2}^{\prime} \rightarrow B_{2}+i \sqrt{1-c^{2}} \mu_{\beta, \beta^{\prime}} \delta_{\beta, \beta^{\prime}}
$$

This simplifies the integral:

$$
\begin{align*}
J=C \int d B_{1} d B_{2} d D^{\dagger} d D \operatorname{Exp}[ & -\frac{N}{2} \operatorname{Tr}\left(B_{1}^{2}+B_{2}^{2}+2 D^{\dagger} D\right)-i N \sqrt{1-c^{2}} \operatorname{tr} B_{1} \Lambda_{1}  \tag{6.4}\\
& \left.-i N \sqrt{1-c^{2}} \operatorname{Tr} B_{2} \Lambda_{2}-\sum_{i=1}^{N} \operatorname{Tr}\left(\log \left(1-K_{i}\right)\right)\right]
\end{align*}
$$



Figure 16. Ratio of Instanton action from One-point function (eq. (5.11)), from two-point function (eq. (5.16)). Here $A_{\text {inst }}\left[U_{0}(\tau)\right]$ is the instanton action from one-point function (eq. (5.11)) and $A_{\text {inst }}\left[U_{0}(\tau,-\tau)\right]$ is from two-point function (eq. (5.16)). In large $\tau$ limit the ratio become constant which supports the predicted proportional nature.

Here we have used $\operatorname{det}(A)=e^{\operatorname{Tr}(\log (\mathrm{A}))}$ and the matrix K is reduced from X

$$
K_{i}=\left[\begin{array}{cc}
i \sqrt{1-c^{2}}{ }^{\frac{B_{1}}{a_{i}}} & \sqrt{c\left(1-c^{2}\right)} \frac{D}{a_{i}} \\
\frac{\sqrt{c\left(1-c^{2}\right)}}{c} \frac{D^{\dagger}}{a_{i}} & -\frac{i \sqrt{1-c^{2}}}{c} \frac{B_{2}}{a_{i}}
\end{array}\right] \rightarrow K=\left[\begin{array}{cc}
i B_{1} & \sqrt{c} D \\
\frac{D^{\dagger}}{\sqrt{c}} & -\frac{i B_{2}}{c}
\end{array}\right]
$$

We set $\mathrm{A}=\mathrm{aI}$ with constraint $a=\sqrt{1-c^{2}}$. Now we can expand $\log (1-\mathrm{K})$ in Taylor series upto 3rd term,

$$
\begin{equation*}
\log (1-K)=-K-\frac{K^{2}}{2}-\frac{\mathrm{K}^{3}}{3}-\frac{\mathrm{K}^{4}}{4} \tag{6.5}
\end{equation*}
$$

Considering upto $K^{3}$ gives the term in power of exponential [eq. (6.4)] as:

$$
\begin{align*}
J=\int d B_{1} d B_{2} d D^{\dagger} d D \operatorname{Exp}[ & \operatorname{Tr}\{
\end{aligned} \begin{aligned}
& -N\left[i B_{1}\left(1-\sqrt{1-c^{2}} \lambda_{1}\right)-\frac{i}{c} B_{2}\left(1-c \sqrt{1-c^{2}} \lambda_{2}\right)\right. \\
& -\frac{1}{2}\left(1-\frac{1}{c^{2}}\right) B_{2}^{2}+\frac{i}{3} B_{1}^{3}-\frac{i}{3 c^{3}} B_{2}^{3}+\frac{2 i}{3} D D^{\dagger} B_{1}  \tag{6.6}\\
& \left.\left.\left.-\frac{2 i}{3 c} B_{2} D^{\dagger} D+\frac{i}{3 c} D B_{2} D^{\dagger}-\frac{i}{3} D^{\dagger} B_{1} D\right]\right\}\right] \\
J=\int d B_{1} d B_{2} d D^{\dagger} d D \operatorname{Exp}\{- & i N \operatorname{Tr}\left(B_{1} \Lambda_{1}\right)-i N \operatorname{Tr}\left(B_{2} \Lambda_{2}\right)+\frac{i}{3} N \operatorname{Tr}\left(B_{1}^{3}\right) \\
& \left.-\frac{N}{2}\left(1-\frac{1}{c^{2}}\right) \operatorname{Tr} B_{2}^{2}+i N \operatorname{Tr}\left(D D^{\dagger} B_{1}-1\right)-\frac{i N}{c} B_{2}\left(-1+D D^{\dagger}\right)\right\} \tag{6.7}
\end{align*}
$$

Now at the edge of the spectrum for the matrix $M_{1}$ edge scaling limit at large N gives:

$$
\begin{equation*}
B_{1} \sim O\left(N^{-\frac{1}{3}}\right) \quad B_{2} \sim O\left(N^{-\frac{1}{2}}\right) \quad D \sim O\left(N^{-\frac{1}{3}}\right) \tag{6.8}
\end{equation*}
$$

Dropping the negligible terms $\left(B_{2} D D^{\dagger} \sim O\left(N^{-\frac{7}{3}}\right)\right)$

$$
\begin{align*}
Z & =\int d B_{1} d B_{2} d D^{\dagger} d D e^{-i N \operatorname{Tr}\left(B_{1} \Lambda_{1}\right)-i N \operatorname{Tr}\left(B_{2} \Lambda_{2}\right)+\frac{i}{3} N \operatorname{Tr}\left(B_{1}^{3}\right)-\frac{N}{2}\left(1-\frac{1}{c^{2}}\right) \operatorname{Tr} B_{2}^{2}+i N \operatorname{Tr}\left(D D^{\dagger} B_{1}\right)} \\
Z & =Q \int d B_{1} d D^{\dagger} d D e^{-i \operatorname{Tr} B_{1} \Lambda_{1}+\frac{i}{3} \operatorname{Tr} B_{1}^{3}+i \operatorname{Tr} D D^{\dagger} B_{1}} \tag{6.9}
\end{align*}
$$

Q is the decoupled part generated after integration over $B_{2}$ Integrating out $D^{\dagger}$ and D gives logarithmic term:

$$
\begin{equation*}
Z=\int d B_{1} e^{\frac{i}{3} \operatorname{Tr} B_{1}^{3}-k_{2} \operatorname{Tr} \log \left(B_{1}\right)-i \operatorname{Tr}\left(B_{1} \Lambda_{1}\right)} \tag{6.10}
\end{equation*}
$$

This has been related to Airy Matrix model coupled with a logarithmic potential (Kontsevich-Penner model) in [17]
Derivation for $\boldsymbol{B}_{1}^{4}$ term $\boldsymbol{K}=\left[\begin{array}{cc}\boldsymbol{i} \boldsymbol{B}_{1} & \sqrt{c} \boldsymbol{D} \\ \frac{D^{\dagger}}{\sqrt{c}} & -\frac{i \boldsymbol{B}_{2}}{c}\end{array}\right]$. Expanding upto 4th term

$$
\begin{equation*}
\log (1-\mathrm{K})=-\mathrm{K}-\frac{\mathrm{K}^{2}}{2}-\frac{\mathrm{K}^{3}}{3}-\frac{\mathrm{K}^{4}}{4} \tag{6.11}
\end{equation*}
$$

So, $\operatorname{Tr}(\log (1-K))$ has terms from four contribution, as trace is there we can consider only the diagonal terms in each of $\operatorname{Tr}\left[K^{n}\right]$. So for $\operatorname{Tr}\left[\frac{1}{3} K^{3}\right]$ term $\rightarrow$

$$
\begin{align*}
\operatorname{Tr}\left(-\frac{i}{3} B_{1}^{3}\right. & +\frac{1}{3} D D^{\dagger} B_{1}+\frac{i}{3} B_{1} D D^{\dagger}+\frac{i}{3 c} D B_{2} D^{\dagger}+\frac{i}{3} D^{\dagger} B_{1} D-\frac{i}{3 \sqrt{c}} B_{2} D^{\dagger} D \\
& \left.-\frac{i}{3 \sqrt{C}} D D^{\dagger} B_{2}+\frac{i}{3 c^{3}} B_{2}^{3}\right) \tag{6.12}
\end{align*}
$$

$\operatorname{Tr}\left[\frac{1}{4} K^{4}\right]$ term $\rightarrow$

$$
\begin{align*}
\operatorname{Tr}( & \frac{1}{4} B_{1}^{4}+\frac{i}{4} D D^{\dagger} B_{1}^{2}-\frac{1}{4} B_{1} D D^{\dagger} B_{1}+\frac{1}{4 c} D B_{2} D^{\dagger} B_{1}-\frac{1}{4} B_{1} D B_{1} D^{\dagger}+\frac{1}{4} D D^{\dagger} D D^{\dagger} \\
& -\frac{1}{4 c^{2}} D B_{2}^{2} D^{\dagger}-\frac{1}{4} D^{\dagger} B_{1}^{2} D+\frac{1}{4 \sqrt{c}} B_{2} D^{\dagger} B_{1} D+\frac{1}{4} D D^{\dagger} D^{\dagger} D-\frac{1}{4 c^{2}} B^{2} D^{\dagger} D \\
& \left.+\frac{1}{4 c} B_{1} D B_{2} D^{\dagger}+\frac{1}{4 c} B_{1} D B_{2} D^{\dagger}+\frac{i}{4 c^{3} \sqrt{c}} B_{2}^{4}-\frac{1}{4 c \sqrt{c}} B_{2} D^{\dagger} D B_{2}-\frac{1}{4 c \sqrt{c}} D D^{\dagger} B_{2} B_{2}\right) \tag{6.13}
\end{align*}
$$

If we consider upto $K^{4}$ term of eq. (6.5) This integral is solved in similar way. Now with existing edge scaling eq. (6.8), after integral over $B_{2}$ and $D, D^{\dagger}$

$$
\begin{equation*}
Z=\int d B_{1} \operatorname{Exp}\left[-i \operatorname{Tr}\left(B_{1} \Lambda_{1}\right)-\frac{i}{c^{3}} \operatorname{Tr}\left(B_{1}^{3}\right)-\frac{1}{4} \operatorname{Tr}\left(B_{1}^{4}\right)-k_{3} \operatorname{Tr}\left(\log \left[\mathrm{~B}_{1}\right]\right)\right] \tag{6.14}
\end{equation*}
$$

Although $\operatorname{Tr}\left(B^{4}\right)$ term is absent in the edge scaling, this term can be derived as [18, 19]. Two converging saddle points gives rise to fold singularity as in the $B_{1}^{3}$ expression. This is related to Airy kernel For extended Airy Kernel eq. (6.14) cubic singularity becomes quartic term. This is expressed in terms of Pearcey function and showed in [18, 19] on the level spacing distribution for hermitian random matrices with an external field. If
$H=H_{0}+V$ where $H_{0}$ is a fixed matrix and $V$ is an $N \times N$ random GUE matrix. $H_{0}$ has eigenvalues $\pm a$ each with multiplicity $\frac{N}{2}$. Spectrum of $H_{0}$ is such that there is a gap in the average density of eigenvalues of $H$ which is thus split into two pieces. With $N \rightarrow \infty$ density of eigenvalues supported on single or double interval depending on size of a. At the closing of gap the limiting eigenvalue distribution has Pearcey kernel structure. When the spectrum of $H_{0}$ is tuned so that the gap closes limiting eigenvalue distribution have the same structure as Pearcey kernel.

Connecting the two point correlation function with open partition function. At first consider the equation eq. (6.6) with $B_{2} \rightarrow i B_{2} c, B_{1} \rightarrow-i B_{1}$ and $\Lambda_{1} \rightarrow\left(1-\sqrt{1-c^{2}} \Lambda_{1}\right)$ and $\Lambda_{2} \rightarrow\left(1+c \sqrt{1-c^{2}} \Lambda_{2}\right)$

$$
\begin{align*}
J=\int d B_{1} d B_{2} d D^{\dagger} d D \operatorname{Exp} & {\left[-N \operatorname{Tr}\left\{B_{1} \Lambda_{1}+B_{2} \Lambda_{2}-\frac{1}{2}\left(c^{2}-1\right) B_{2}^{2}-\frac{1}{3} B_{1}^{3}-\frac{1}{3} B_{2}^{3}\right.\right.} \\
& \left.\left.+\frac{2}{3} D D^{\dagger} B_{1}+\frac{2}{3} B_{2} D^{\dagger} D-\frac{1}{3} D B_{2} D^{\dagger}-\frac{1}{3} D^{\dagger} B_{1} D\right\}\right] \tag{6.15}
\end{align*}
$$

Then we integrate over $d D$ and $d D^{\dagger}$ and made the transformation $B_{1} \rightarrow B_{1}+\sqrt{\Lambda_{1}}$. We rewrite the equation in $H$ and $Z$ replacing $B_{1}$ and $B_{2}$

$$
\begin{align*}
J= & \int_{H_{k_{1}} \times Z_{k_{2}}} \operatorname{Exp}\left[\frac{2 N}{3} \operatorname{Tr}\left(\Lambda_{1}^{\frac{3}{2}}\right)-\frac{N}{3} \operatorname{Tr}\left(H^{3}\right)-N \operatorname{Tr}\left(H^{2} \sqrt{\Lambda_{1}}\right)\right. \\
& \left.+N \operatorname{tr}\left(Z \Lambda_{2}\right)-\frac{N}{3} Z^{3}+N\left(\frac{c^{2}-1}{2}\right) Z^{2}\right]  \tag{6.16}\\
& \times \operatorname{Exp}\left[\left\{\frac{N}{3} \operatorname{Tr}\left(\log \left(H+\sqrt{\Lambda_{1}}\right)\right)+\frac{N}{3} \operatorname{Tr}(\log (Z))\right\}\right] d H d Z
\end{align*}
$$

Matrix integral representation of two point correlation function of two matrix model:

$$
\begin{aligned}
& J= \int_{H_{k_{1} \times Z_{k_{2}}} d H d Z \operatorname{Exp}\left[\frac{2 N}{3} \operatorname{Tr}\left(\Lambda_{1}^{\frac{3}{2}}\right)-\right.} \frac{N}{3} \operatorname{Tr}\left(H^{3}\right)-N \operatorname{Tr}\left(H^{2} \sqrt{\Lambda_{1}}\right)+N \operatorname{Tr}\left(Z \Lambda_{2}\right) \\
&\left.+N\left(\frac{c^{2}-1}{2}\right) Z^{2}-\frac{N}{3} Z^{3}+\left\{N k \operatorname{Tr}\left(\log \left(H+\sqrt{\Lambda_{1}}\right)\right)+N k^{\prime} \operatorname{Tr}(\log (Z))\right\}\right] \\
& J=\operatorname{Exp}\left[\frac{\tilde{N}}{3} \operatorname{Tr}\left(\Lambda_{1}^{\frac{3}{2}}\right)\right] \int_{H_{k_{1}} \times Z_{k_{2}}} \operatorname{Exp}\left[\frac{\tilde{N}}{2}\left(\frac{c^{2}-1}{2}\right) Z \tilde{Z}^{T}-\frac{\tilde{N}}{2} \operatorname{Tr}\left(H^{2} \sqrt{\Lambda_{1}}\right)\right. \\
&-\frac{\tilde{N}}{6} \operatorname{Tr}\left(H^{3}\right)-\frac{\tilde{N}}{6} \operatorname{Tr} Z^{3}+\frac{\tilde{N}}{2} \operatorname{Tr}\left(Z \Lambda_{2}\right)+\frac{\tilde{N}}{2} \operatorname{Tr}\left(Z \Lambda_{2}\right) \\
&+\frac{\tilde{N}}{6}\left\{\operatorname{Tr}\left(\log \left(H+\sqrt{\Lambda_{1}}\right)\right)+\operatorname{Tr}(\log (Z))\right] d H d Z
\end{aligned}
$$

Now from eq. (6.1)

$$
\left.\Lambda_{1}\right|_{\alpha}=\left(1-\sqrt{1-c^{2}}\right) \lambda_{\alpha} \quad \text { and }\left.\quad \Lambda_{2}\right|_{\beta}=\left(1-\sqrt{1-c^{2}}\right) \mu_{\beta} \quad N=\frac{\tilde{N}}{2}
$$

and $Z_{k_{2} \times k_{2}}$ is hermitian matrix so $Z \tilde{Z}^{T}=Z^{2}$

$$
\begin{align*}
J= & K \int_{H_{k_{1}} \times Z_{k_{2}}} \operatorname{Exp}\left[\frac{\tilde{N}}{2}\left(\frac{c^{2}-1}{2}\right) Z \tilde{Z}^{T}-\frac{\tilde{N}}{2} \operatorname{Tr}\left(H^{2} \sqrt{\Lambda_{1}}\right)-\frac{\tilde{N}}{6} \operatorname{Tr}\left(H^{3}\right)-\frac{\tilde{N}}{6} \operatorname{tr} Z^{3}+\frac{\tilde{N}}{2} \operatorname{Tr}\left(Z \Lambda_{2}\right)\right] \\
& {\left[\operatorname{det}\left(H+\sqrt{\Lambda_{1}}\right)\right]^{\frac{\tilde{N}}{6}} \times[\operatorname{det}(Z)]^{\frac{\tilde{N}}{6}} d H d Z } \tag{6.17}
\end{align*}
$$

Now we look at the very refined open partition function as derived in [20]. They have provided the matrix model for very refined open partition function as matrix integrals in the given form:

$$
\begin{align*}
\left.\tilde{\tau}^{o}\right|_{t_{i}=t_{i}(\Lambda)}= & \frac{c_{\Lambda, M}}{(2 \pi)^{N^{2}}} \int_{\mathcal{H}_{M} \times \mathrm{M}_{N, N}} \operatorname{det} \frac{\Lambda \otimes \mathrm{I}_{N}+\sqrt{\Lambda^{2} \otimes \mathrm{I}_{N}-\mathrm{I}_{M} \otimes \bar{Z}^{t}}-H \otimes \mathrm{I}_{N}+\mathrm{I}_{M} \otimes Z}{\Lambda \otimes \mathrm{I}_{N}+\sqrt{\Lambda^{2} \otimes \mathrm{I}_{N}-\mathrm{I}_{M} \otimes Z^{t}}-H \otimes \mathrm{I}_{N}-\mathrm{I}_{M} \otimes Z}  \tag{6.18}\\
& \operatorname{Exp}\left[-\frac{1}{2} \operatorname{Tr} H^{2} \Lambda-\frac{1}{2} \operatorname{Tr} Z \bar{Z}^{t}+\frac{1}{6} \operatorname{Tr} H^{3}+\frac{1}{6} \operatorname{Tr} Z^{3}+\frac{1}{2} \operatorname{Tr} \bar{Z}^{t} \Theta\right] d H d Z
\end{align*}
$$

For $N \geq 1$ the space of Hermitian matrices is denoted by $\mathcal{H}_{M}$ and the space of complex $N \times N$ matrices by $\mathrm{M}_{N \times N}(\mathbb{C})$. Volume $d Z$ is denoted by

$$
d Z:=\prod_{1 \leq i, j \leq N} d\left(\operatorname{Re} z_{i, j}\right) d\left(\operatorname{Im} z_{i, j}\right)
$$

and Gaussian probability measure on space of complex matrices is given by

$$
\frac{1}{(2 \pi)^{N^{2}}} e^{-\frac{1}{2} \operatorname{Tr} Z \bar{Z}^{T}} d Z
$$

$\theta_{i, j}, 1 \leq i, j \leq N$, are considered as an extra set of complex variables:

$$
\begin{align*}
\Theta & :=\left(\theta_{i, j}\right)_{1 \leq i, j \leq N} \in \mathrm{M}_{N, N}(\mathbb{C})  \tag{6.19}\\
q_{m}(\Theta) & :=\operatorname{Tr} \Theta^{m}, \quad m \geq 0
\end{align*}
$$

And,

$$
\begin{equation*}
c_{\Lambda, M}:=(2 \pi)^{\frac{M^{2}}{2}} \prod_{i=1}^{M} \sqrt{\lambda_{i}} \prod_{1 \leq i<j \leq M}\left(\lambda_{i}+\lambda_{j}\right) \tag{6.20}
\end{equation*}
$$

Now comparing eq. (6.17) and eq. (6.18) two matrix model two point correlation function and very refined open partition function are similar with $\sqrt{\Lambda_{1}}=\Lambda$ and $\Lambda_{2}=\Theta$ and $K=\operatorname{Exp}\left[\frac{\tilde{N}}{3} \operatorname{Tr}\left(\Lambda_{1}^{\frac{3}{2}}\right)\right]$ is the extra constant term multiplied in front. More detailed discussion on open partition function and refined open partition function can be found in [20].

In [16] two matrix model correlation function has been related to Kontsevich-Penner Matrix model near Heisenberg time. Using Replica method they have studied the intersection number discussion in this context. In our previous calculation we have obtained a rounding off behavior near Heisenberg time. The universal behavior of SFF ramp region Dyson sine kernel is now changed. It suggests that some new kind of description is needed
in this region. Kontsevich [21] and Penner [22] Matrix models gives the edge behavior and open boundaries for the punctured open Riemann surfaces. This has been explained in [16, 23, 24]. Universal Dyson sine kernel gives one important feature of underlying Gaussian Unitary Ensemble, its stationary nature under Dyson Brownian motion. But now universality of sine kernel are no more available. To explain the rounding off behavior we need to consider Brownian motion near edges. This Brownian motion effect is related to time dependence of the model, which involves higher singularities.

## 7 Discussion

Authors of [6] converted time dependent matrix model of eq. (2.1) into two matrix model and formulated two point correlation functions in the integral form. We revisited this approach, specially for the spectral form factor, from the point of view of the universal signature of the quantum chaos. We confirm by the numerical works the behavior of the large $N$ limit due to the exact $N$ expression by Hermite polynomials, and made a detailed comparison to saddle point results. This time dependent model has interesting interpretation as open intersection numbers, which is derived from the logarithmic potential representing the boundaries [17]. The rounding behavior around Heisenberg time, which we have confirmed in this paper, is shown to be related to such boundary problems. We have considered two type of correlation function and also the next order contribution of $1 / N$ expansion, for saddle point integral. SFF for different matrix correlation has been shown to have a rounding off near Heisenberg time $\tau=\tau_{c}$, a crossover in this point.

This two matrix model may be related to wormhole between different CFT states and to black hole statistics [25, 26]. For our same matrix correlation function and SFF it gives a decaying average spectral form factor which is consistent with GUE behavior of SFF. Second term contribution calculated here from the $\frac{1}{N}$ expansion of saddle point integral gives rounding off behavior and appear as correction to the first order solution. Change in Heisenberg time for this correction are computed explicitly. The second term of saddle point contribution controls the shift in saturation value for different $N$. And the calculation for Instanton action for two matrix model appears to have same eigenvalue instanton equation with scaling $\frac{1}{c^{2}-1}$. Previously it has been predicted that instanton action from two point function is proportional to instanton equation of one-point function. In two matrix case they are not same/proportional to one-point function instanton action. But in large $\tau$ limit this solution has proportional structure.
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## A Two matrix model density of states

Density of state $\rho(\lambda)$ derived by Fourier transform of $U_{A}(z)$

$$
\begin{equation*}
U_{A}(z)=\left\langle\frac{1}{N} \operatorname{Tr} e^{i z M_{1}}\right\rangle \tag{A.1}
\end{equation*}
$$

We have considered an external matrix A coupled to matrix $M_{1}$ acting as a source. At last step we will put it zero to get our desired result. The eigenvalue of $M_{1}$ and $M_{2}$ are denoted by $r_{i}$ and $\xi_{i}$. We follow the formulation of [6].

$$
\begin{align*}
U_{A}(z) & =\frac{1}{Z_{A} N} \int \operatorname{Tr} e^{i z M_{1}} \times e^{-\frac{1}{2} \operatorname{Tr} M_{1}^{2}-\frac{1}{2} \operatorname{Tr} M_{2}^{2}+c \operatorname{Tr} M_{1} M_{2}-\operatorname{Tr} A M_{1}} d M_{1} d M_{2}  \tag{A.2}\\
& =\frac{1}{N Z} \sum_{\alpha=1}^{N} \int e^{i z r_{\alpha}} e^{-\frac{N}{2} \sum_{i} r_{i}^{2}-\frac{N}{2} \sum_{i} \xi_{i}^{2}+c N \sum_{i} r_{i} \xi_{i}-N \sum_{i} a_{i} r_{i} \frac{\Delta^{2}(r) \Delta^{2}(\xi) \prod_{i} d r_{i} \prod_{i} d \xi_{i}}{\Delta(r) \Delta(\xi) \Delta(A) \Delta(r)}} \text {, }
\end{align*}
$$

In [6], HarishChandra-Itzykson-Zuber formula is used to change the measure from integration over matrix to integration over eigenvalues of the matrix. $\Delta(r)=\prod_{i<j}\left(r_{i}-r_{j}\right)$ is the Vandermonde determinant.

$$
\begin{equation*}
\int e^{\operatorname{Tr} M_{1} M_{2}-\operatorname{Tr} A M_{1}} d M_{1} d M_{2}=\int e^{N\left(\sum r_{i} \xi_{i}-\sum a_{i} r_{i}\right)} \frac{\Delta^{2}(r) \Delta^{2}(\xi) \prod_{i} d r_{i} \prod_{j} d \xi_{j}}{\Delta(r) \Delta(\xi) \Delta A \Delta r} \tag{A.3}
\end{equation*}
$$

Now using the above expression in eq. (A.2) we first do the Gaussian integral over $\Pi d r_{i}$ and get the form as:

$$
\begin{align*}
U_{A}(z) & =\frac{1}{N Z_{A} \Delta(A)} \sum_{\alpha=1}^{N} \int \prod d \xi_{j} \Delta(\xi) e^{-\frac{N}{2} \sum \xi_{j}^{2}} \int \prod d r_{i} e^{i z r_{\alpha}} e^{-\frac{N}{2} \sum r_{i}^{2}-N \sum a_{i} r_{i}} e^{c N \sum \xi_{j} r_{j}} \\
& =\frac{1}{N Z_{A} \Delta(A)} \sum_{\alpha=1}^{N} \prod_{i<j}\left\{\frac{i c z}{N\left(1-c^{2}\right)}\left\{\delta_{i, \alpha}-\delta_{j, \alpha}\right\}-c\left(a_{j}-a_{i}\right)\right\} e^{-\frac{z^{2}}{2 N\left(1-c^{2}\right)}-\frac{i z a_{\alpha}}{\sqrt{1-c^{2}}}} \\
& =\frac{c}{N Z_{A}} \sum_{\alpha=1}^{N} \prod_{\gamma \neq \alpha} \frac{\left(a_{\alpha}-a_{\gamma}-\frac{i z}{N\left(1-c^{2}\right)}\right)}{\left(a_{\alpha}-a_{\gamma}\right)} e^{-\frac{z^{2}}{2 N\left(1-c^{2}\right)}-\frac{i z a_{\alpha}}{\sqrt{1-c^{2}}}} \\
& =-\frac{c \sqrt{1-c^{2}}}{i z} \oint \frac{d u}{2 \pi i} \prod_{\gamma=1}^{N}\left(\frac{u-a_{\gamma}-\frac{i z}{N\left(1-c^{2}\right)}}{u-a_{\gamma}}\right)^{N} e^{-\frac{z^{2}}{2 N\left(1-c^{2}\right)}-\frac{i z a_{\alpha}}{\sqrt{1-c^{2}}}} \tag{A.4}
\end{align*}
$$

If we take the external source term to zero $\left(a_{i} \rightarrow 0\right)$

$$
\begin{equation*}
U_{0}(z)=-\frac{c \sqrt{1-c^{2}}}{i z} \oint \frac{d u}{2 \pi i}\left(1-\frac{i z}{N u \sqrt{1-c^{2}}}\right)^{N} e^{-\frac{i z u}{\sqrt{1-c^{2}}}-\frac{z^{2}}{2 N\left(1-c^{2}\right)}} \tag{A.5}
\end{equation*}
$$

Density of states is defined as the Fourier transform of this function:

$$
\begin{equation*}
\rho(\lambda)=-\frac{c \sqrt{1-c^{2}}}{2 \pi i} \int \frac{d z}{z} e^{-i z \lambda} \oint \frac{d u}{2 \pi i}\left(1-\frac{i z}{N u \sqrt{1-c^{2}}}\right)^{N} e^{-\frac{i z u}{\sqrt{1-c^{2}}-\frac{z^{2}}{2 N\left(1-c^{2}\right)}}} \tag{A.6}
\end{equation*}
$$

The density of state $\rho(\lambda)$ becomes in the large $N$ limit,

$$
\begin{equation*}
\rho(\lambda)=\frac{\sqrt{1-c^{2}}}{2 \pi} \sqrt{4-\left(1-c^{2}\right) \lambda^{2}} \tag{A.7}
\end{equation*}
$$

The kernel $K_{N}(\lambda, \mu)$ is written by Hermite polynomial $H_{l}(t)$ in (2.25),

$$
\begin{equation*}
K_{N}(\lambda, \mu)=\frac{1}{\sqrt{2 N \pi}} \sum_{l=0}^{N-1} \frac{1}{l!} H_{l}(\sqrt{N} \lambda) H_{l}(\sqrt{N} \mu) e^{-\frac{N}{2} \lambda^{2}} \tag{A.8}
\end{equation*}
$$

The density of state $\rho(\lambda)$ is

$$
\begin{equation*}
\rho(\lambda)=K_{N}(\lambda, \lambda) \tag{A.9}
\end{equation*}
$$

It is normalized as

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \lambda \rho(\lambda)=1 \tag{A.10}
\end{equation*}
$$

In the large N limit, (A.9) approaches to the semi-circle law, $\rho(\lambda)=\frac{1}{2 \pi} \sqrt{4-\lambda^{2}}$.
The Fourier transform of the product of the density of state is

$$
\begin{align*}
\int_{-\infty}^{\infty} d E \rho(\lambda+E) \rho(\lambda-E) e^{i t E} & =\frac{1}{(2 \pi)^{2}} \int_{-2}^{2}\left(4-E^{2}\right) \cos E t \\
& =\frac{1}{(2 \pi)^{2}}\left(-\frac{8}{t^{2}} \cos (2 t)+\frac{4}{t^{3}} \sin (2 t)\right) \tag{A.11}
\end{align*}
$$

where we put $\lambda=0$. This term gives the dip (decay) region for the specral form factor of order one ( $\frac{1}{N^{0}}$ ).

The two point function $\rho^{(2)}(\lambda, \mu)$ is [5]

$$
\begin{align*}
\rho^{(2)}(\lambda, \mu) & =<\frac{1}{N} \operatorname{tr} \delta(\lambda-M) \frac{1}{N} \operatorname{tr} \delta(\mu-m)> \\
& =\frac{1}{N} \delta(\lambda-\mu) \rho(\lambda)-\frac{1}{N^{2}} K_{N}(\lambda, \mu) K_{N}(\mu, \lambda) \tag{A.12}
\end{align*}
$$

We followed the derivation of sine kernel in [5] with the integral representation of $K_{N}(\lambda, \mu)$.

$$
\begin{equation*}
K_{N}(\lambda, \mu)=N \int \frac{d t}{2 \pi} \oint \frac{d u}{2 i \pi} \frac{1}{i t}\left(1-\frac{i t}{N u}\right)^{N} e^{-\frac{t^{2}}{2 N}-i u t-i t \lambda+N u(\lambda-\mu)} \tag{A.13}
\end{equation*}
$$

By the change $u=i t u$, and the exponentiating $\left(1-\frac{1}{N u}\right)^{N}=e^{-\frac{1}{u}}$, and neglecting $t^{2} /(2 N)$ and $1 / N$ term in the large $N$ limit, it becomes after the Gaussian integration of $t$,

$$
\begin{equation*}
K_{N}(\lambda, \mu)=-i N \sqrt{\pi} \oint \frac{d u}{2 i \pi} \frac{1}{\sqrt{u}} e^{-\frac{1}{u}\left(1-\frac{\lambda^{2}}{4}\right)+\frac{1}{4} y^{2} u-\frac{1}{2} \lambda y} \tag{A.14}
\end{equation*}
$$

with $y=N(\lambda-\mu)$. Using $a=-y^{2}\left(1-\lambda^{2} / 4\right) / 4$,

$$
\begin{equation*}
\int_{0}^{\infty} d t e^{-t-\frac{a}{t}}=2 a^{1 / 2} K_{-1 / 2}(2 \sqrt{a}) \tag{A.15}
\end{equation*}
$$

where $K_{-1 / 2}(x)=K_{1 / 2}(x)=\sqrt{\pi /(2 x)} e^{-x}$ is a modified Bessel function. We obtain in the large $N$ limit,

$$
\begin{equation*}
K_{N}(\lambda, \mu)=e^{-\frac{\lambda^{2}}{2}} \frac{\sin [\pi y \rho(\lambda)]}{\pi y} \tag{A.16}
\end{equation*}
$$

with $\rho(\lambda)=\frac{1}{2 \pi} \sqrt{4-\lambda^{2}}$. Another $K_{N}(\mu, \lambda)$ is obtained similarly and their product becomes

$$
\begin{equation*}
\rho_{c}^{(2)}(\lambda, \mu)=e^{-\frac{\lambda-\mu}{2} y} \frac{1}{\pi^{2} y^{2}} \sin [\pi y \rho(\lambda)] \sin [\pi y \rho(\mu)] \tag{A.17}
\end{equation*}
$$

Since we take the large $N$ limit with a fixed $y=N(\lambda-\mu)$,

$$
\begin{equation*}
K_{N}(\lambda, \mu) K_{N}(\mu, \lambda)=\frac{1}{\pi^{2} N^{2}(\lambda-\mu)^{2}} \sin [\pi N(\lambda-\mu) \rho(\lambda)]^{2} \tag{A.18}
\end{equation*}
$$

This term gives a ramp for the spectral form factor of order $\frac{1}{N^{2}}$, and the first term of (A.12) gives a plateau term of the spectral form factor of order $\frac{1}{N}$.
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