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Abstract

Serotonin (5-HT) is an important neuromodulator in reward-driven learning and deci-
sion making. The dorsal raphe nucleus (DRN) sends diffuse 5-HT projections through-
out the brain. The involvement of DRN 5-HT neurons in reward-based behaviors has
been examined using various types of behavioral tasks; however, how DRN 5-HT affects
computational processes of decision making remains unclear. Reinforcement learning
(RL) is a theoretical framework to describe the decision making process. Previous
studies based on the RL framework have proposed hypotheses on the role of 5-HT in
decision making, such as temporal discounting and model-based value computation.
The overall aim of this thesis is to examine these hypotheses by analyzing behaviors
under optogenetic manipulation, thereby clarifying the role of DRN 5-HT neurons in
reward-based behaviors. The first hypothesis is that 5-HT modulates the relative im-
portance of future rewards. Previous behavioral studies showed that 5-HT activation
enhances patience to wait for future rewards and vice versa. However, how 5-HT reg-
ulates persistence to act for future rewards remains unknown. In the first part of my
thesis research, I trained mice to perform a free-operant lever-pressing task, in which
motor action rather than stationary waiting was required to obtain delayed rewards. In
testing the effects of optogenetic activation and inhibition of 5-HT neurons on sustained
motor actions, I found that optogenetic activation or inhibition of 5-HT neurons did
not affect persistence in motor actions but an effect of the activation on slowing down
response vigor, suggesting a different role of 5-HT neurons in motor actions for future
rewards compared to stationary waiting. The second hypothesis examined is that 5-
HT affects model-based decision making. In model-based decision making, agents use
their own internal models of action-outcome relationships to plan forward and to select
actions. Previous computational studies proposed facilitation of model-based decision
making by 5-HT neurons, but behavioral evidence of how 5-HT regulates the process
is still limited. A two-step decision making task is an established behavioral task to
understand model-based decision making. In the second half of my thesis project, I
trained mice to perform the two-step decision making task and found that optogenetic
inhibition of 5-HT neurons affected choice behaviors and reduced time to make de-
cisions possibly reflecting the disruption of model-based decision making. By fitting
behavioral data to a model-free/model-based hybrid model, I found that photoinhi-
bition of 5-HT neurons decreased the weight of model-based decision making. These
results revealed the role of 5-HT neurons reward-based behaviors and model-based
computations.
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Chapter 1

Introduction

We constantly make decisions. Decisions can be about simple issues such as which
route to take on the way home, or whether to keep working to finish a task, or whether
to take a break now. Sometimes we need to make critical decisions such as whether to
quit a current job or to continue. In the process of decision making, we often select one
among several options. To make a choice, we first estimate how much value each option
could bring and choose the one with the greatest anticipated value. After the choice,
we see how satisfying or disappointing the result was, and learn about the selected
option. By repeating this process, we can make optimal decisions to maximize long-
term returns. Disruption of this cognitive process causes inappropriate decision making
and can produce clinical symptoms of psychiatric disorders [16, 98]. Understanding how
the brain regulates decision making and the underlying computational process is critical
not only to understand basic mechanisms of how the brain realizes adaptive behaviors,
but also to understand the biological mechanisms underlying psychiatric disorders.

Serotonin (5-HT) serves multiple behavioral functions such as motor activity [32,
164], emotion [25], mood [118], motivation [103, 204], and decision making [83]. This
molecule is also important as a clinical target. For example, selective serotonin re-
uptake inhibitors (SSRIs) are common drugs for treatment of affective disorders. Many
previous studies have examined the role of 5-HT neurons in adaptive behaviors. How-
ever, it remains unclear how 5-HT affects reward-based learning and decision making.

1.1 Statement of the problem

The overall aim of this thesis is to better understand the role of 5-HT neurons in reward-
based adaptive behavior. Reinforcement learning (RL) is a theoretical framework to
describe how agents learn actions to maximize long-term rewards through experiences
with actions and outcomes [51, 171]. Previous computational studies have hypothesized
the role of 5-HT neurons in reward-based behaviors based on the RL framework, such as
evaluating short- and long-term outcomes or balancing between reactive or deliberative
decisions. However, some hypotheses are supported by limited behavioral evidence.
Therefore, the specific aim of this thesis was to examine the role of 5-HT neurons in
the dorsal raphe nucleus (DRN) in reward-based adaptive behaviors in mice and to
biologically verify RL-based hypotheses.
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2 Introduction

1.2 Outline of the thesis
In this thesis, Chapter 2 reviews the role of 5-HT neurons in reward-based adaptive
behaviors. Primarily, the role of 5-HT in punishment has been investigated. However,
recent functional, pharmacological, and optogenetic studies have suggested that 5-HT
neurons regulate reward-based learning and decision making, leading to hypotheses
based on the RL framework. After reviewing general background information and
previous behavioral studies of 5-HT systems, I introduce two hypotheses based on the
RL framework. Finally, I raise additional questions and discuss the overall purpose
of my experiments. In Chapter 3, I focus on the hypothesis that DRN 5-HT neurons
control the relative importance of immediate versus future rewards. In particular, I
describe the involvement of DRN 5-HT neurons in sustained motor actions for future
rewards. In Chapter 4, I examine the hypothesis that DRN 5-HT neurons promote
model-based decision making. In Chapter 5, I conclude the thesis by summarizing my
findings and describing limitations and possible future work.



Chapter 2

Review of literature

2.1 Biochemistry of 5-HT

5-HT is synthesized from tryptophan through two chemical reactions [8]. First, trypto-
phan is converted into 5-OH tryptophan by tryptophan hydroxylase (Tph). By this re-
action, a hydroxyl group is added to the benzene ring in tryptophan (From tryptophan
to 5-hydroxytryptophan in Fig. 2.1). Next, the carboxyl group in 5-hydroxytryptophan
is removed by tryptophan carboxylase (AADC in Fig. 2.1), and 5-HT is synthesized
(From 5-Hydroxytryptophan to 5-HT in Fig. 2.1). The first chemical reaction from
tryptophan to 5-hydroxytryptophan is the rate-limiting step. Previously, it was thought
that 5-HT is produced outside the brain because Tph was only found in the peripheral
nervous system. However, in 2003, it was shown that an isoform of Tph is also expressed
in the brain [189]. After this finding, Tph was classified as Tph1 in the peripheral ner-
vous system and Tph2 in the brain. 5-HT can be degraded by monoamine oxidase. Of
two isoforms of monoamine oxidase, MAO-A and MAO-B, MAO-A has higher affinity
for 5-HT than MAO-B [18]. 5-HT is mainly degraded into 5-hydroxyindole acetic acid
by MAO-A and aldehyde dehydrogenase (from 5-HT to 5-hydroxyindole acetic acid in
Fig. 2.1).

After synthesis, 5-HT is transported to axon terminals and packaged into synap-
tic vesicles via vesicular monoamine transporter 2 [160]. After the release of 5-HT-
containing synaptic vesicles, 5-HT activates 5-HT receptors. 5-HT can act on 15 types
of 5-HT receptors in the mammalian brain [14, 55, 84]. All 5-HT receptors except
5-HT3 receptors are G-protein coupled receptors. The 5-HT1 and 5-HT5 receptor
families inhibit the activity of adenylyl cyclase (AC) via Gi/o and reduce the level of
cyclic adenylyl monophosphate (cAMP). In contrast, 5-HT4, 5-HT6, and 5-HT7 re-
ceptors activate AC via Gs and increase the level of cAMP. 5-HT2 receptors activate
phospholipase C via Gq and increase the level of diacylglycerol (DAG) and inositol 1,4,5
triphosphate (IP3), which leads to an increase in the intracellular Ca2+ concentration
[105]. In addition to activation of 5-HT receptors, 5-HT released at the synaptic cleft
is taken up by serotonin reuptake transporter (SERT), expressed in presynaptic 5-HT
neurons [160].
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4 Review of literature

Figure 2.1: Biosynthesis pathway of 5-HT. The figure is adapted from [111] with
modification.

2.2 Neuroanatomy

2.2.1 Anatomical and chemical properties of DRN

5-HT projections originate from the raphe nuclei located in the midbrain. In particu-
lar, the median raphe nucleus (MRN) and dorsal raphe nucleus (DRN) are the most
rostral among the nine raphe nuclei. These two nuclei densely send diffuse projections
to forebrain and midbrain regions [153]. Among them, the DRN has been examined
as a central region sending 5-HT to the forebrain [65, 90]. The DRN has various
neurotransmitters beside 5-HT. A subset of DRN 5-HT neurons co-releases different
neurotransmitters, including glutamate [81, 102, 149, 153, 163, 191], GABA [166], and
neuropeptides [153]. Several previous studies examined 5-HT-glutamate co-expressing
neurons in the DRN [152, 191]. 60% of DRN 5-HT neurons co-release glutamate and
express glutamate transporter type 3 [152]. Major interneurons in DRN are GABAer-
gic, and they send local projections to 5-HT neurons to create a negative feedback loop
[101, 168]. Some DRN neurons also express dopamine (DA) [100, 112].

DRN neurons receive dense inputs from cortical and subcortical regions and send
outputs to these regions [103]. DRN 5-HT neurons receive inputs from the prefrontal
cortex (PFC), including the insular, orbital, prelimbic/cingulate, and infralimbic cor-
tices [7, 139, 165]. DRN 5-HT neurons also receive dense inputs from multiple subcor-
tical regions, including the lateral habenula, amygdala, preoptic area, lateral hypotha-
lamus, substantia nigra, and ventral tegmental area (VTA) [135, 139, 141, 182, 198].
The pattern of projection onto DRN 5-HT neurons depends on the originating regions.
For example, the lateral habenula and PFC send glutamatergic inputs to DRN 5-HT
neurons and control their activity via a feedforward inhibition circuit. In contrast,
the lateral hypothalamus and amygdala send glutamatergic and GABAergic inputs
and control 5-HT neurons with a push-pull mechanism [211]. DRN 5-HT neurons,
in return, send wide projections to both cortical and subcortical regions. The PFC,
including the cingulate, prelimbic, infralimbic, and orbital cortices receives projections
[67, 139]. DRN 5-HT neurons also send projections to the mesocortical or dopaminergic
pathway, including the VTA [78, 181], striatum [52, 202], and other subcortical regions
such as the amygdala and hypothalamus [152, 169]. In relation to chemical charac-
teristics, 5-HT-glutamatergic neurons are located in the dorsomedial part of DRN and
mainly project to cortical regions [152]. Some DRN 5-HT neurons corelease glutamate
in the VTA [191].
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Recent virus tracing studies revealed detailed anatomical characteristics of DRN
5-HT neurons [152, 153]. They first examined the topographical distribution of 5-HT
neurons projecting to different brain areas. 5-HT neurons send dense projections to
subcortical areas from the dorsal part of the DRN and other 5-HT neurons project
to cortical areas mainly from the ventral part [152]. This study also found that ax-
onal collateralization of cortical and subcortical projections are segregated and inputs
to these two DRN 5-HT neurons are biased. Also, single-cell-level projection recon-
struction suggests that DRN 5-HT neurons have several different patterns of axon
collateralization [153]. These anatomical studies showed that DRN 5-HT projections
are anatomically segregated and diverse.

2.2.2 Receptor distribution at DRN 5-HT projecting brain re-
gions

Various types of 5-HT receptors are distributed across different brain regions and dif-
ferent compartments of a single neuron, which enables 5-HT receptors to work in
functionally different ways. In particular, the roles of 5-HT1A, 1B, 2A, 2B, and 5-HT3
receptors in adaptive behaviors have been extensively examined [76]. In PFC, 5-HT1A
and 5-HT2A receptors are mainly expressed in pyramidal neurons [143, 144, 158, 196].
5-HT1A receptors inhibit activity in the axon initial segment via suppression of action
potential generation [37, 39, 70, 147], while 5-HT2A receptors excite neuronal activity
at apical dendrites [91, 108, 109]. 5-HT2C receptors can also be found in PFC pyra-
midal neurons [148]. PFC interneurons also express multiple types of 5-HT receptors.
5-HT1A and 5-HT2A receptors are expressed in fast-spiking interneurons in the deeper
layers of the PFC [148], and both receptors are expressed separately in different neu-
rons [129]. On the other hand, interneurons that express 5-HT3 receptors are located
in superficial layers of the PFC [53, 188]. These interneurons regulate the function of
PFC pyramidal neurons. 5-HT also acts on 5-HT receptors in dopaminergic pathways,
which results in regulation of DA release [4]. In the striatum, 5-HT1B, 5-HT2A, and
5-HT2C receptors are expressed abundantly [52, 202]. Thus, in the nucleus accumbens
(NAc), DA release is facilitated by 5-HT3 receptors [26, 45], while in the ventral and
dorsal striatum, DA release is inhibited by 5-HT2C receptors [5]. 5-HT1B receptors
are expressed in medium spiny neurons in the striatum, and control lateral inhibition
between medium spiny neurons [142]. 5-HT receptors are also expressed in VTA neu-
rons. VTA DA neurons express 5-HT2A, 5-HT2C, and 5-HT3 receptors. Within the
VTA, GABA neurons express 5-HT2A and 2C receptors. Previous studies showed that
5-HT2C receptors in the VTA regulate DA neural activities and DA release in the
striatum[23, 24]. DA release is inhibited by 5-HT2C receptor agonists possibly via a
disrupted balance between VTA DA and GABA neural activities [56, 133]. On the
other hand, the 5-HT3 receptor in VTA mediates DA release at NAc [191]. Apart from
the above-mentioned expression of 5-HT receptors in DRN projecting regions, 5-HT1A
receptors are also expressed in the soma and dendrites of DRN 5-HT neurons as auto-
receptors to suppress 5-HT neuron activity [127, 184]. Expression of 5-HT receptors in
the prefrontal and mesolimbic pathways is summarized in Figure 2.2.
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Figure 2.2: Expression of 5-HT receptors in prefrontal and the mesolimbic
pathways a: 5-HT receptor expression in the PFC (adapted from [146]) b: 5-HT
receptor expression in the striatum and VTA (adapted from [170] with modification).

2.3 Reward inhibition and behavioral inhibition

Based on behavioral experiments combined with pharmacology, genetics, and electro-
physiology, several hypotheses have been proposed to clarify the role of 5-HT neurons
in adaptive behaviors. The first theory is that 5-HT regulates responses to punish-
ment or aversive information by antagonizing DA neurons, the so-called ‘punishment’
or ‘reward inhibition’ theory [40, 44, 46, 167]. In terms of the response to punishment,
previous studies showed that aversive electric shock increased 5-HT neuron activity
[6, 172], and depletion of 5-HT neurons reduced the response to foot shock [179]. Some
other studies have shown that increased 5-HT levels reduced anxiety [72, 73]. ‘Reward
inhibition’ theory is also supported by studies showing that 5-HT neurons inhibit the
response to reward stimuli using intracranial self-stimulation and a conditioned place
preference test [57–59, 177].

The second theory is the ‘behavioral inhibition’ theory [19, 30, 34, 43, 44, 167]. This
theory hypothesizes that increased 5-HT activity induces suppression or inhibition of
behaviors that lead to punishment. In human studies, depletion of dietary tryptophan
(the precursor of 5-HT) to lower 5-HT levels disrupted punishment-induced response
inhibition without affecting general motor activity [35, 36]. A recent human study
measured 5-HT signals from human patients with Parkinson’s disease using fast-scan
cyclic voltammetry and found that 5-HT signals negative prediction error. Positive
signals result when subjects get smaller rewards than expected, and its fluctuations in
5-HT were positively correlated with protective action from loss [130]. These studies
support the behavioral inhibition hypothesis in the context of punishment.
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2.4 DRN 5-HT neural activity and reward/punishment-
based learning and behavior

The theories discussed above focus on the role of 5-HT neurons in the context of
aversiveness or inhibition of reward effects. However, recent electrophysiological and
imaging studies indicate that DRN neural activity changes in response to multiple vari-
ables. Electrophysiological studies in primates showed that DRN neural activity was
modulated by expected and received reward size [21, 86, 132]. Another primate elec-
trophysiology study showed that DRN neurons respond differently to sound cues that
signal different types of expected appetitive or aversive outcomes and their probabili-
ties [75]. In another study using rat electrophysiological recordings during a two-odor
discriminative task, DRN neurons fired in a phasic manner to sensory cues about ex-
pected rewards, selection of actions leading to rewards, and reward acquisition [150].
Those previous studies demonstrated coding of diverse information by DRN neurons,
but did not identify 5-HT neurons. Recent studies selectively recorded DRN 5-HT neu-
ral activity by labeling 5-HT neurons with genetically encoded calcium indicators or
optogenetically identifying DRN 5-HT neurons [29, 99, 110, 209]. Pavlovian condition-
ing tasks have been used to examine how 5-HT neurons are modulated by expected
reward/punishment [29, 110, 209]. Unit recording in a mouse Pavlovian condition-
ing task indicates that 5-HT neurons encode predictive reward/punishment with both
phasic and tonic excitation at multiple timescales [29]. 5-HT neural activity was mod-
ulated by unexpected events related to the uncertainty of future reward/punishment
[110]. Also, DRN 5-HT neural activities changed dynamically while mice were forming
predictive responses to the unconditioned stimulus [209]. At first, phasic firing of 5-HT
neurons was found upon reward acquisition, but tonic modulation was formed between
predictive cues and rewards. Several studies have conducted electrophysiology or fiber
photometry in DRN neurons during foraging tasks with delayed rewards [99, 122]. The
fiber photometry study showed that tonic 5-HT neural activity was enhanced during
the reward expectation period and phasic excitation was observed at reward acquisition
[99]. These studies suggest that DRN 5-HT neurons are dynamically modulated dur-
ing reward-driven behaviors. Tonic activation of putative DRN 5-HT neurons during
the reward expectation period was observed in another behavioral task with delayed
rewards [122].

2.5 Hypothetical roles of 5-HT neurons based on an
RL framework

The functional studies mentioned above raise the question of how 5-HT neurons regu-
late cognitive computation and reward-driven adaptive behaviors. The RL framework
proposed several hypothetical roles of 5-HT neurons [40, 44, 50, 124]. RL is a theoret-
ical framework to describe the decision making process in reward/punishment-driven
behaviors[51, 171]. RL agents try to maximize long-term rewards by learning optimal
policies. To learn optimal policies, agents evaluate candidate actions in three steps.
They estimate values of possible actions in a given state. They select an action based
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on estimated values, and they learn the value of the state and action, given an observed
outcome. How RL agents learn action values and guide actions is a critical issue. In my
thesis, two hypothetical roles of 5-HT neurons in value learning and action selection
are described in the following sections.

2.5.1 Hypothesis 1: Discount factor

Theoretical account

In order to maximize long-term rewards, an RL agent needs to take into account
not only immediately accessible rewards, but also rewards expected in the distant
future. In the RL framework, the discount factor controls the relative importance
of future rewards in the current state. If the discount factor is smaller, the agent
puts more weight on immediate rewards than delayed rewards. Therefore, an agent
with a small discount factor is likely to prefer small immediate rewards over large
delayed rewards. Previous studies have proposed that 5-HT controls the discount
factor [50, 161]. According to this hypothesis, when 5-HT levels are higher, organisms
are more likely to act so as to obtain delayed rewards.

Behavioral studies: Patience to wait for future rewards

Some previous behavioral and functional studies show consistent results with regard
to this hypothesis. Previous studies using lesioning and pharmacological manipulation
indicate that depletion of 5-HT neurons increased impulsiveness, which is character-
ized by increased premature responses to gain immediate rewards rather than delayed
rewards [71, 123, 200]. Another study indicated that putative DRN 5-HT neural activ-
ity increased during waiting for future rewards in rodents [122]. In order to examine
the behavioral role of DRN 5-HT neurons, the effect of downregulation of DRN 5-HT
neurons was examined [127]. In this study, DRN 5-HT neural activities were sup-
pressed by local infusion of a 5-HT1A agonist, which induced activation of 5-HT1A
autoreceptors in DRN 5-HT neurons. Chemical downregulation of DRN 5-HT neurons
increased premature responses to delayed rewards. In order to further causally exam-
ine the role of DRN 5-HT neurons in waiting for delayed rewards, DRN 5-HT neural
activities were optogenetically activated while mice were performing a delayed reward
task [128]. In this task, mice were required to keep poking their noses into a hole to
obtain food rewards. During the task, reward omission trials in which the mice could
not get food were probabilistically inserted. Duration of nose pokes in omission tri-
als measured how much delay the mice could tolerate under the expectation of future
rewards. DRN 5-HT neurons were activated during the waiting. I found that photoac-
tivation of DRN 5-HT neurons increased waiting duration in reward omission trials
[128]. Another optogenetic study also showed consistent results in waiting for delayed
tones associated with rewards [63]. In a previous study using an appetitive Pavlovian
conditioning task, optogenetic stimulation of the DRN modulated coding of future re-
wards in the orbitofrontal cortex (OFC) of mice [210]. In an intertemporal choice task,
DRN 5-HT neurons bi-directionally controlled impulsive behaviors [136, 203]. A human
fMRI study showed that prediction of larger rewards following immediate loss increased
DRN neural activity [173]. When the 5-HT level was decreased by dietary regulation
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of tryptophan in humans, the timescale for predicting future rewards was shortened
and subjects preferred to choose small immediate rewards over large future rewards
[162, 174]. These rodent and human studies support the discount factor hypothesis
and also suggest that 5-HT neurons regulate patience to wait for future rewards.

Behavioral studies: Patience to act for future rewards

Previous studies investigated the discount factor hypothesis using a task in which sub-
jects were required to wait for delayed rewards. However, in real life, we also encounter
situations in which waiting for future rewards involves physical activity (e.g. keep
climbing steep roads of Mt. Fuji to enjoy the views from the summit). Therefore,
if 5-HT controls the discount factor, it is possible that 5-HT neurons regulate persis-
tence to act for future rewards. Previous studies have examined the role of 5-HT in
motor actions using pharmacological manipulation and behavioral tasks in which sub-
jects are required to invest physical effort (e.g. pressing a lever, actively performing
nose poke, and squeezing a hand grip). Previous human studies showed that chronic
administration of SSRIs, which increased extracellular 5-HT concentrations, increased
the monetary reward by reducing effort cost [117] and by enhancing learning of reward
and effort dynamics [159].

In rodents, various experimental paradigms have been used. One of the behavioral
tasks used in rodent studies is T-maze barrier climbing. In this task, rewards of different
sizes are located in the two opposite arms. In the arm with the larger reward, barriers
are located, but not in the arm with smaller rewards. The larger reward can be
obtained by climbing the barrier located before the reward (large reward with high
cost), while the smaller reward can be obtained without any effort or with less effort
than the opposite arm (small reward with low cost). In previous studies in which rats
performed this task, 5-HT depletion with a 5-HT synthesis blocker did not change the
probability of selecting the large reward with high cost over the small reward with low
cost [47, 89]. However, another study using the same task showed that the amount
of reduction in SERT in the cingulate, somatosensory, and insular cortices induced
by methamphetamine correlated with the probability of selecting a large reward with
high cost, indicating the possible involvement of 5-HT neurons in motor actions [96].A
concurrent food choice task is another type of task choosing between large rewards
with high effort (highly preferred food gained by lever pressing) and small reward with
low effort (freely available lab chow). Acute SSRI treatment reduced the number of
lever-presses without changing the consumed amount of lab chow [205, 206]. Genetic
deletion of SERT to increase 5-HT levels also reduced the lever-pressing response to
obtain preferred food [157]. Running wheel activity has also been used to examine the
effect of SSRIs on rewarding motor actions, where acute SSRI treatments decreased
running in mice without affecting general locomotor activity [197].

In addition to the choice tasks mentioned above, the progressive ratio (PR) lever
press task has been also used to examine motivated behaviors. In a PR task, the
required number of lever presses to gain rewards increases as a session progresses. To
quantify the incentives of reward and action persistence, an index called breakpoint (the
number of lever presses completed before abandoning the session) is measured [154].
Administration of tryptophan to increase 5-HT levels did not change the breakpoint
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[115], but genetic deletion of SERT or chronic treatment with SSRI reduced it [157].
On the other hand, previous studies using PR tasks consistently showed that 5-HT2C
receptors regulate motor actions motivated for food rewards. Systemic injection of
selective agonists of 5-HT2C receptors such as mCPP, lorcaserin, Ro 60-0175, and CP-
809101 reduced the breakpoint [15, 62, 79, 80, 180, 193], and this effect was removed
by co-administration of the 5HT2C receptor antagonist, SB-2420284 [79, 80]. Other
studies also showed that the breakpoint was reduced by local infusion of a 5-HT2C
receptor agonist to the VTA [61] but not to the NAc [145]. A recent chemogenetic study
strongly supported these pharmacological studies, showing that selective activation of
5-HT2C receptors in the VTA reduced the breakpoint [180]. Another study showed
that systemic injection of a 5-HT2C receptor antagonist alone increased the breakpoint
[10]. These studies suggest that the 5-HT2C receptor modulates DA neurons and
motor actions [11]. However, the use of breakpoints needs to be discussed further,
because breakpoints are affected not only by incentives for rewards, but also by the
required response ratio and step size of the ratio [95]. In order to assess only incentives
for rewards and action persistence, a mathematical model [20] was applied to some
previous studies. The mathematical principle of reinforcement (MPR) is the basis of
this model [94]. By this mathematical model, it was shown that systemic injection
of a 5-HT2C agonist reduced the breakpoint by impacting motor parameters, but
not motivational parameters [15], while specific activation of VTA 5-HT2C receptors
changed motivational parameters, resulting in reduction of the breakpoint [180]. This
mathematical model was also used to examine the effect of the 5-HT1A agonist, 8-
OHDPAT, and antagonist, WAY-100635, on the PR task. Here, a 5HT1A agonist
increased incentives for rewards, but also impaired motor performance by affecting
postsynaptic 5HT1A receptors, and that effect was removed by a 5-HT1A receptor
antagonist [82, 208]. On the other hand, selective manipulation of 5-HT1B receptors
did not change the breakpoint [60, 155]. These studies indicate that regulation of
motor actions differs with subtypes of 5-HT receptors and how they manipulate 5-HT
activity.

Although previous studies suggest the possible downstream effect of 5-HT release,
they did not directly examine how DRN 5-HT neural activities are related to motor
actions. In addition to behavioral studies, several electrophysiological studies have
tried to examine the role of DRN 5-HT neurons in motor control. One previous study
performed single-unit recording from putative DRN 5-HT neurons during treadmill-
induced locomotion in cats. In this study, an increase in treadmill speed did not change
the firing of DRN 5-HT neurons [183]. However, another study conversely found that
subtypes of DRN 5-HT neurons are responsive to treadmill-induced locomotion [195].
In a task in which cats have to press a pedal to gain a reward, a large number of
DRN neurons were either inhibited or excited before pressing a pedal, suggesting that
5-HT neural activity may be involved in motor actions for rewards [97]. A recent fiber
photometry study monitored population activity from DRN 5-HT neurons. This study
showed that DRN 5-HT group neural activities did not change during lever-pressing
for rewards, compared to baseline neural activity [207]. On the other hand, it was also
reported that under threatening conditions, such as under tail suspension or a forced
swim test, DRN 5-HT neural activities are positively correlated with active behaviors
[164].
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A recent optogenetic study examined the role of DRN 5-HT neurons in behavioral
activation. DRN 5-HT neurons were optogenetically activated while mice were per-
forming a dynamic foraging task [104]. In this task, two foraging sites were located on
opposite walls of an operant chamber and the mouse needed to poke its nose into the
foraging sites to gain a water reward and to visit the two sites. A nose poke to a forag-
ing site stochastically delivered a water reward, but repeated nose pokes exponentially
decreased the probability of a reward. In a probabilistic foraging task, optogenetic
activation of 5-HT neurons increased the number of nose pokes and lengthened the
duration of stays in a foraging site, suggesting that activation of 5-HT neurons pro-
motes action persistence [104]. In summary, previous studies using pharmacological
and optogenetic manipulation showed the involvement of 5-HT in sustained motor ac-
tions (Table 2.1). However, it remains possible that the main observed effect is due to
an interaction with DA neurons [22, 191].

Table 2.1: Previous studies on 5-HT regulation of motor actions

Task Species Manipulation Effect Reference
T-maze barrier climbing Rats 5-HT synthesis inhibition No change [47, 89]

Rats Metaamphetamine improved behavioral flexibility [96]
Concurrent food choice Rats Acute SSRI decreased lever-press [205, 206]

Mice Chronic SSRI decreased lever-press [157]
Mice SERT knockout decreased lever-press [157]

Running wheel Mice Acute SSRI Increased response [197]
PR lever-press Rats Systemic tryptophan No change [115]

Mice Chronic SSRI Reduced breakpoint [157]
Mice SERT knockout Reduced breakpoint [157]
Rats Systemic 5-HT2CR agonist Reduced breakpoint [15, 62, 79, 80, 180]
Mice Systemic 5-HT2CR agonist Reduced breakpoint [180, 193]
Mice Chemogenetic VTA 5-HT2CR activation Reduced breakpoint [180]
Rats 5-HT2CR agonist in VTA Reduced breakpoint [61]
Rats 5-HT2CR agonist in NAc Reduced breakpoint [145]
Mice Systemic 5-HT2CR antagonist Increased breakpoint [10, 11]
Rats Systemic 5-HT1AR agonist/antagonist Increased/reduced breakpoint [82, 208]
Rats 5-HT1BR agonist in NAc No change [60]
Mice 5HT1BR knockout No change [155]

FR lever-press Mice DRN 5-HT photoactivation + systemic SSRI increased lever-press [22]
Probabilistic foraging Mice DRN 5-HT photoactivation increased active nose-poke [104]
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2.5.2 Hypothesis 2: Model-based decision making

Theoretical account

There are several ways to learn action values and to choose an action. In model-based
decision making, the agent has its own internal model regarding the action-outcome
relationship. In shogi, Japanese chess, the internal model corresponds to imagining
"How will an opponent move if I take this action?" Using the internal model, the agent
mentally simulates what is likely to happen next by taking actions and selects actions
based on the mental simulation. In some studies, model-based decision making is also
referred to as planning, because the agent plans forward using its internal model to
select actions. On the other hand, in model-free decision making, the agent does not
use an internal model, but instead relies entirely on past experience with actions and
observed outcomes. In the example of shogi, if the agent guides its actions using model-
free decision making, the agent chooses an action based on whether the action worked
previously. Previous computational accounts proposed that 5-HT neurons are involved
in model-based value learning and decision making [43, 124]

Behavioral studies: 5-HT and model-based decision making

Model-based decision making has been examined in several experimental paradigms.
The first experimental paradigm is with a serial reversal contingency. In this paradigm,
after forming a predictive association between action and reward, this contingency was
switched without explicit instruction. Using this type of task, previous studies ex-
amined the role of 5-HT neurons in rats [12, 13], primates [27, 28], and humans [93].
These studies consistently showed that depletion of 5-HT disrupted behavioral adapta-
tion to new contingency. However, these studies did not produce direct evidence that
the underlying computation is really accompanied by model-based decision making,
value learning based on the internal model of action-outcome contingency. Rather, a
recent study showed that mice choose behaviors in a probabilistic task with a reversal
of action-reward contingency that can be captured in a model-free RL framework [85].
Alternative paradigms can more directly assess model-based decision making.

One of the alternative methods is the outcome devaluation task. In the first in-
strumental conditioning stage, animals or human subjects learn contingencies between
actions and outcomes. For example, in rodent studies, they learn to press a lever or
poke their noses into a hole in order to obtain food rewards. After the initial training,
rewards associated with learned actions are devalued by paring them with sickness
or inducing satiation. In the test phase, animals are placed in the behavioral box.
If animals respond based on a model-based system, they infer that having more re-
sponses will lead to devalued food. Through such an inferential process using the
model of action and consequences, model-based behavioral control prevents animals
from responding by pressing a lever or nose poking. One rat study showed that the
instrumental response was decreased in wild-type rats, but not in SERT knockout rats
[134]. This suggested involvement of the 5-HT system in model-based decision mak-
ing. Also, a recent mouse study showed a causal relationship between DRN 5-HT
neurons and model-based decision making [137]. In this study, mice were trained to
perform nose pokes to obtain food rewards and food was devalued by pairing it with
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lithium-induced sickness. In the test phase, DRN and MRN 5-HT neural activities were
optogenetically silenced. Optogenetic silencing of DRN 5-HT neurons increased nose
poke responses compared to controls after reward devaluation. On the other hand,
inhibition of MRN 5-HT neurons did not change the response. This study suggests
that DRN 5-HT neurons regulate prospective inference using the internal model of the
action-outcome consequence and decision making guided by the model-based inference.

Interestingly, recent behavioral and computational studies on waiting behavior also
suggest that DRN 5-HT neurons affect model-based decision making. As mentioned
above, the role of DRN 5-HT neurons in patience to wait has been examined with the
hypothesis that DRN 5-HT neurons control the discount factor in model-free decision
making. However, new findings on DRN 5-HT regulation of waiting behaviors are
difficult to interpret using the former hypothesis. A recent study reported that the
effect of DRN 5-HT activation was different by the uncertainty of reward timing and
probability [124]. Photoactivation of DRN 5-HT neurons had a larger effect on waiting
duration in omission trials when the delays of rewarding trials were variable than
when they were fixed. Also, The effect of photoactivation was larger when the reward
probability (i.e. probability of rewarding trials) was high, e.g., 75% rewarding trials
and 25% omission trials, than when it was low, e.g., 25% rewarding trials and 75%
omission trials. To describe this effect, the study proposed a Bayesian decision model
of waiting. In this model, it was assumed that mice have their own internal model
about the probability distribution of reward timing and also infer hidden states of
whether the current trial is a reward or an omission trial. While waiting, mice update
their belief about the current trials based on the observation that they cannot obtain
rewards at the present timing. The posterior belief was updated based on a prior belief
about the current trial and the likelihood of a reward trial at the present time, which
was calculated using the internal model of reward timing. In other words, model-
based value learning occurred to update the belief about the current trial. The belief
represents the action value "keep waiting." Based on this computational model, it was
proposed that DRN 5-HT activation increased prior belief of a reward trial, resulting
in waiting. This study also suggested that DRN 5-HT neurons encode latent decision
variables, the subjective belief of reward in this study, to affect model-based value
learning.

In actual action selection, both model-free and model-based decision making sys-
tems work in parallel [41, 48, 49]. This is also evident in the reward devaluation task
mentioned in a previous paragraph. If mice simply rely on model-based decision mak-
ing, it is expected that no response would be taken. However, mice respond to some
extent even after reward devaluation. This suggests that mice tend to use both values
learned by model-based and model-free decision making systems. In order to exam-
ine how these two valuation systems work together to make a decision, a two-step
decision-making task was developed for experiments with human subjects ([42]; Fig.
2.3a). This task consists of two decision-making points. After the first-step choice, the
state moves to either of two second-step states probabilistically. The state transition
probability is non-neutral. In other words, one of the first-step actions commonly leads
to one second-step state and rarely to the other, and vice versa (See the left drawing of
Fig. 2.3a). In each state, two choices were presented. By making a second-step choice,
a reward was given probabilistically. That simulation study suggested that the choice
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behavior of this task can be differentiated between model-free RL and model-based RL
agents ([2, 42]; See two bar graphs on the right side of Fig. 2.3a). Model-free RL agents
reinforce their first-step actions taken after rewarded trials and are likely to repeat the
same first-step choice after a reward regardless of the trial. On the other hand, model-
based RL agents estimate values of first-step actions based on transition probability
from first-step choices to second-step states. Therefore, when agents are rewarded after
rate transition, they behave as though "mentally simulating" each possible state action
pair and trying to choose the action which commonly leads to the second-step state
where they were rewarded in the preceding trial. As a result, model-based RL agents
are likely to switch first-step choices after a trial with a reward and a rare transition.
To summarize, in the two-step decision making task, the model-free decision making
system reinforces actions directly from experiences of rewards, while the model-based
decision making system leads to selecting actions by values based on outcome and
transition probability, and they show different patterns of choice behaviors.

A previous human study used this behavioral task to examine whether the 5-HT
system controls arbitration between model-free and model-based RL systems [201].
They reduced the 5-HT level of healthy human subjects by acute tryptophan depletion.
The study showed that acute tryptophan depletion increased the weight of the model-
free RL system to guide actions. They also recently determined the correlation between
the weight of RL systems and the amount of SERT in brain regions. In detail, the
weight of the model-based RL system is positively correlated with the amount of SERT
in OFC. On the other hand, the weight of the model-free RL system is negatively
correlated with that in the putamen, suggesting a detailed neural substrate possibly
affected by 5-HT systems in arbitration of the two systems [187]. The advantage of
this task is that it is possible to clearly demonstrate which computation for decision
making is disrupted by intervention by analyzing choice behaviors with RL models.
More importantly, several previous studies developed similar two-step tasks for rats [68,
74, 119] and mice ([3]; Fig. 2.3b). Most previous rodent studies suggest that animals
also use both model-free and model-based systems to make the first-step choice action.
Particularly in the case of the mouse study, the authors monitored neural activities in
the anterior cingulate cortex and tested the effect of optogenetic inhibition, suggesting
that use of the rodent two-step task will lead us to understand neural correlates with
latent decision-making variables, as well as the causal relationship between decision
making and neural activities.

In summary, previous behavioral and computational studies suggest involvement of
the 5-HT system in model-based decision making (Table 2.2). Starting from systemic
manipulation of 5-HT levels, the rodent study specifically identified the importance of
DRN 5-HT neurons, rather than MRN 5-HT neurons. However, it remains unclear how
DRN 5-HT neurons modulate computational processes of model-based decision making.
As mentioned above, by combining a two-step decision-making task and optogenetic
manipulation, it is possible to examine regulation of specific cell-types in computational
processes of model-based decision making.
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Figure 2.3: Two-step decision making task a: A human two-step decision making
task adapted from [42]. The left figure is a schematic drawing of a trial. The middle
and right graphs indicate stay probabilities simulated by model-free RL and model-
based RL agents, respectively. b: A mouse two-step decision making task adapted
from [3]. The left figure is a schematic drawing of a trial. The right diagram indicates
a state transition in a trial.

Table 2.2: Previous studies on 5-HT control of model-based decision making

Task Species Manipulation Effect Reference
Reversal learning Rats forebrain 5-HT depletion decreased behavioral flexibility [12]

Rats systemic SSRI improved behavioral flexibility [13]
Marmosets Prefrontal 5-HT depletion decreased behavioral flexibility [27, 28]
Human Acute tryptophan depletion decreased behavioral flexibility [93]
Rats 5-HTT knockout Increased response [134]
Mice DRN 5-HT photoinhibition Increased response [137]
Mice MRN 5-HT photoinhibition Increased response [137]

Two-step task Human Acute tryptophan depletion shift toward model-free behavior [201]

2.6 Aims of my research
Based on these previous studies, the overall motivation of my thesis was to better
understand the role of DRN 5-HT neurons in reward-driven behaviors and underlying
computational processes. In Chapter 3, the first hypothesis, that DRN 5-HT neurons
control the relative importance of future rewards, was examined in a behavioral task
requiring sustained motor actions for future rewards. The effect of optogenetic manip-
ulation of DRN 5-HT neurons was tested. Next, in Chapter 4, I examine the other
hypothesis that DRN 5-HT neurons promote model-based decision making. For this
purpose, mice were trained to perform a two-step decision-making task and I tested
the effect of optogenetic inhibition of DRN 5-HT neurons on choice behavior and un-
derlying computational processes.
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Chapter 3

Involvement of DRN 5-HT neurons in
sustained motor actions for future
rewards

3.1 Introduction

Previous computational studies based on the RL framework proposed that 5-HT con-
trols the temporal discount factor and that activation of 5-HT neurons increases the
relative importance of future rewards over immediate rewards [50, 161]. In support of
this hypothesis, a series of experimental studies using delayed reward tasks has shown
increased 5-HT transmission while rats were waiting for delayed rewards [122, 126]. Fur-
thermore, pharmacological inhibition of DRN 5-HT neurons increased premature aban-
donment of delayed rewards[127] and optogenetic activation of those neurons prolonged
the time spent for waiting for delayed rewards, establishing a causal relationship be-
tween DRN 5-HT neurons and patience in waiting for future rewards [63, 124, 125, 128].
While these studies examined the role of DRN 5-HT neurons in passive waiting to ob-
tain future rewards, how they regulate active behavior to obtain future rewards has
not been well studied, except in the context of patch-leaving decision making [104].

To examine the role of DRN 5-HT neurons in sustained motor actions, I trained
mice to perform an operant conditioning task that requires variable numbers of lever-
presses. Then, I tested the effect of optogenetic activation and inhibition of DRN 5-HT
neurons on motor actions. For comparison, I also trained the same mice for a stationary
waiting task and tested the effect of optogenetic manipulation of DRN 5-HT neurons. I
found that optogenetic activation of DRN 5-HT neurons prolonged stationary waiting
for future rewards, whereas optogenetic inhibition reduced the waiting time. On the
other hand, optogenetic activation or inhibition of DRN 5-HT neurons had no effect on
persistence of motor actions, suggesting that DRN 5-HT neurons regulate two types of
behaviors for future rewards in different ways.
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Involvement of DRN 5-HT neurons in sustained motor actions for future

rewards

3.2 Materials and Methods

Animals. All experimental procedures were performed in accordance with guidelines
established by the Okinawa Institute of Science and Technology Experimental Animal
Committee. For optogenetic activation experiment, I used eight Tph2-ChR2(C128S)-
EYFP bi-transgenic mice. ChR2(C128S) is a step-type opsin that remains activated
by a short pulse of blue light and deactivated by yellow light [128]. Among the eight
Tph2-ChR2 mice, four mice were first tested in the lever-pressing task and then the
stationary waiting task, and the other four mice were tested in opposite order. For
controls, five Tph2-tTA transgenic mice were used. All Tph2-tTA mice were first tested
in the lever-pressing task and then the waiting task.

For the optogenetic inhibition experiment, I used four Tph2-ArchT-EGFP bi-transgenic
mice. ArchT activates an inhibitory current in response to yellow light. Blue light was
used for controls, as in previous studies [178, 207]. All Tph2-ArchT mice were first
tested in the waiting task and then in the lever-pressing task.

All mice were housed individually at 24◦C on a 12:12 h light: dark cycle (lights on
07;00-19;00 h). All behavioral training and testing sessions were performed during the
light cycle, 5 days per week. Mice were deprived of access to food one day prior to
the first training session and could acquire food during training and testing sessions.
Food was freely available during days off until 24 h before the next session. Mice could
freely access water in their home cages.

Behavioral apparatus. All training and testing sessions were performed in operant
boxes (Med-associates, 21.6 cm width x 17.8 cm depth x 12.7 cm height). Two 2.5 cm
square holes were located in the walls on opposite sides of the box. One hole was des-
ignated as the reward site connected to a food dispenser delivering 20-mg food pellets,
while the other hole was defined as a tone site. A retractable lever was positioned to
the left of the reward site. One 2.8-W house light and one speaker were located above
and to the upper right of the tone site, respectively. Hardware attached to the operant
boxes was controlled via MED-PC IV software (Med-associates).

Variable number lever-pressing task. After the house light was turned on, mice
could initiate a trial by poking their noses into the tone site for 0.3 s. The 0.3-s nose
poke triggered a speaker to generate a 2-s tone, after which a retractable lever was
presented. The number of lever-presses required was randomly chosen as 8, 16, 32,
64, and infinity (reward omission) during each trial. After mice pressed the lever the
required number of times, the lever was withdrawn, and 1 s after lever withdrawal, a
food pellet was delivered to the reward site. Alternatively, mice could abandon the
trial with a 0.3-s nose poke to the tone site. After reward delivery or abandonment of
the trial, a 15-s inter-trial interval was inserted, which was indicated by turning off the
house light. After the 15-s inter-trial interval, mice could initiate the next trial.

One session consisted of 53 trials (5 trials x 2 photostimulation conditions x 5
press number conditions + 3 trials with different photostimulation and press condi-
tions). Two sessions were performed on a given testing day. Before testing sessions
commenced, mice were trained to perform the lever-pressing task using the following
schedule. Training took approximately 3 weeks.

All training sessions were performed either until mice earned 100 food pellets or
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until 2 h, whichever came first. In order to habituate mice to the behavioral apparatus,
they were first trained to poke their noses into the reward site to obtain a food pellet.
Then they were trained to press a lever once to acquire a food pellet. Once mice could
get more than 80 food pellets, they were trained to press a lever 3 times to obtain
a food pellet. While the number of lever-presses required was progressively increased
from 3, 5, 7, 10, 16, and 32 times, mice were trained that the lever was presented
after a tone was generated. After the association between tone and lever presentation
was established, mice were trained to poke their noses into the tone site to generate a
tone for lever presentation. Training was completed when mice could get more than
80 rewards in a training session, during which they were required to press the lever 32
times after initiating a trial by nose pokes.

Tone-food waiting task. I used the same behavioral task as reported in previous
studies [124, 128]. The same behavioral apparatus with a retractable lever was used for
this task. In this task, mice could initiate a trial with a 0.3-s nose poke to the tone site,
which triggered a 0.5-s tone. After hearing the tone, mice were required to continue
poking their noses into the reward site. The required duration of the nose poke was
randomly chosen as 2, 6, 10 s, and infinity (reward omission) during each trial. Once
mice could wait for the required time, a food pellet was delivered to the reward site.
For the optogenetic activation experiment, mice could initiate the next trial just after
a reward delivery or after leaving the reward site. Because the suppression efficacy of
ArchT decreases if sufficiently long intervals are not taken [113], for the photoinhibition
experiment, the house light was turned off for 30 s after the end of a trial, and the next
trial could be initiated once the house light was turned on again. One session consisted
of 43 trials (5 trials x 2 photostimulation conditions x 4 delays + 3 trials with different
photostimulation and delay conditions). Three sessions were performed on a testing
day. Before the testing sessions, mice were trained for 2 hours, five days per week, and
it took 2 weeks or less for mice to learn the task.

Surgical procedure for optic probe implantation. After training, a craniotomy
was performed to implant an optic probe (400 µm diameter, 0.48 NA, 5 mm length,
Doric) above the DRN. Mice were anesthetized with isoflurane (3% for induction and
1-1.5% during surgery). Mice were placed on a stereotaxic stage and their heads were
fixed with ear bars. Then the skull was exposed with a blade, and a hole was made
with a drill. Once the brain was exposed through the hole, the dura was removed using
the tip of a needle, and the optic probe was lowered above the DRN through the hole
(from bregma: posterior, -4.6mm; lateral, 0 mm; ventral, -2.6 mm). Light-sensitive
adhesive and dental cement was applied to the skull to fix the implanted optic probe.
Mice were placed back in their home cages for recovery. At least one week after the
surgery, I started to retrain the mice for the behavioral tasks, and then commenced
testing sessions.

Photostimulation protocol. During the testing sessions, 470-nm blue or 590-nm
yellow light stimulation was given, generated by an LED light source (Doric Lenses).
Timing of stimulation was determined by TTL pulses controlled by MED-PC IV soft-
ware.

For the photoactivation experiment, the light intensities of blue and yellow light at
the tip of the optical fibers were 1.6-2.0 mW and 1.1-2.0 mW, respectively. In both
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tasks, in half the trials (selected at random), blue light stimulation was applied for
activation, and in the other half of the trials, yellow light stimulation was given as a
control. In the lever-pressing task, a 0.8-s blue/yellow light pulse was given when the
mice started to press the lever and repeated at 20-s intervals. At the end of a trial,
either when the mice pressed the lever the required number of times or when they
abandoned the trial, a 1-s yellow light pulse was given to reset photoactivation. In
the waiting task, a 0.8-s blue/yellow light pulse was given when mice first poked their
noses into the reward site and 1-s yellow light pulse was given at the end of the trial,
either when the mice waited until the end of the required delay or when they left the
reward site.

For the photoinhibition experiment, the same LED light source was used. Intensities
of blue and yellow light at the tip of the optical fibers was 2.8-3 mW and 2.8-3.2 mW,
respectively. Continuous yellow/blue light was applied from the onset of action until
the end of a trial.

Histological confirmation of implantation site. After the behavioral tests, mice
were deeply anesthetized with 100 mg/kg sodium pentobarbital i.p. and perfused
with saline or PBS followed by 4% PFA/PB or 4% PFA/PBS. Brains were removed
immediately after perfusion and immersed in fixative solution overnight. Then, 50 µm
coronal slices were cut using a vibratome (VT1000S, Leica) and the implantation site
of optic probes was confirmed, according to the mouse brain atlas[64].

Immunohistochemistry. Brain slices were incubated with primary antibodies for 2
nights. Slices were then rinsed with PBS and incubated with secondary antibodies for 2
nights. After incubation and rinsing, slices were mounted on slide glasses. Fluorescent
images (Figure 3.6a) were acquired using spinning disc confocal microscopy (SD-OSR,
Olympus). As primary antibodies, I used anti-Tph (1:250, sheep polyclonal, Merck
Millipore, AB1541) and anti-GFP (1:500, chicken polyclonal, Abcam, ab13970) as
markers for 5-HT neurons and ChR2-EYFP or ArchT-EGFP neurons, respectively.
For secondary antibodies, anti-sheep and anti-chicken antibodies conjugated with Alexa
flour 594, and 488, respectively, were used. Antibodies were diluted in staining buffer
containing 10 mM HEPES, 20 mM NaCl, and 10% Triton X-100. The pH of the
staining buffer was adjusted to 7.4 in advance.

Behavioral parameters and statistical analysis. In the lever-pressing task, the
success trial rate for 8-, 16-, 32-, and 64-press trials was calculated by dividing the
number of rewarded trials by the total number of trials. In omission trials, the number
of lever-presses, the time spent lever-pressing, which was defined as the time elapsed
from the first lever-press to the last, and the time to abandon an omission trial, which
was defined as the duration between the last lever-press and a nose poke to terminate
the trial, were measured. To examine action vigor, inter-press intervals (IPIs), intervals
between successive lever-presses, were measured. IPIs longer than 5 s were defined as
long IPIs and below 5 s as short IPIs. In the waiting task, the time spent maintaining
a nose poke was measured in omission trials. Behavioral parameters were calculated
using custom-written programs in MATLAB.

Statistical tests were selected based on whether the data satisfied normality and
homogeneity of variance, assessed with the Shapiro-Wilk test and Levene test, respec-
tively. If the data satisfied these assumptions, I used paired t-tests for within-group
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comparisons and unpaired t-tests for group comparisons. If not, I used Wilcoxon
signed-rank tests for within-subject comparisons and Mann Whitney U-tests for group
comparisons. Statistical analysis was performed using Python. Two-way ANOVA was
performed using SPSS.
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3.3 Results

3.3.1 Photoactivation of DRN 5-HT neurons and behavioral
tasks.

I used eight Tph2-ChR2(C128S)-EYFP bi-transgenic mice (hereafter, referred to as
ChR2 mice) to selectively activate DRN 5-HT neurons following a pulse of blue light,
as in previous studies [124, 128]. Five Tph2-tTA mice were used as the control group
(Hereafter, referred to as control mice). These mice were trained to perform two
different operant conditioning tasks: a repeated lever-pressing task and a stationary
waiting task.
Behavioral tasks: In the lever-pressing task (Fig. 3.1a), a mouse was required to
press a lever multiple times to obtain a food pellet after its voluntary 0.3-s nose poke to
the tone site. A trial was ended either when the mouse successfully obtained a reward
by pressing the lever the required number of times or abandoned the trial with a 0.3-s
nose poke to the tone site. At the first lever-press, a 0.8-s blue or yellow light pulse
was applied and repeated at 20-s intervals. At the end of the trial, which was defined
by either a reward delivery or a nose poke to the tone site to abandon the trial, a 1-s
yellow light pulse was applied to stop activation (Fig. 3.1b).

I used the stationary waiting task developed in previous studies [124, 128] (Fig.
3.1c). In this task, a mouse was required to keep poking its nose in the reward site
after a voluntary 0.3-s nose poke to the tone site. The delay was randomly chosen as
2 s, 6 s, and 10 s, and infinity (reward omission) in every trial. A 0.8-s blue or yellow
light pulse was randomly applied to induce activation or no activation of DRN 5-HT
neurons at the onset of nose poking at the reward site and a 1-s yellow-light pulse was
applied at the end of the trial, which was defined by either reward delivery or leaving
the reward site (Fig.3.1d).
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Figure 3.1: Behavioral tasks and timing of optogenetic activation. a:
Schematic drawing of the lever-pressing task. b: Time sequence of rewarded and
failure/reward omission trials with optic stimulation during the lever-pressing task. c:
Schematic drawing of the stationary waiting task. d: Time sequence of rewarded and
failure/reward omission trials with optic stimulation during the waiting task.
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Histological Confirmation: In order to optically stimulate DRN 5-HT neurons,
optic probes were implanted above the DRN [64]. Six of the eight ChR2 mice were
sacrificed to confirm the implantation site of the optic probes. Although the site varied
along the anterior-posterior axis, all probes examined were located above the DRN
(Fig.3.2).

Figure 3.2: The implantation site of optic probes in ChR2 mice. Coronal
views of the mouse brain are adapted from [64]. Blue rectangles indicate tracks of
implanted optic fibers. Red-filled areas indicate the DRN.
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3.3.2 Activation of DRN 5-HT neurons prolonged stationary
waiting for future rewards.

To confirm the effectiveness of photoactivation, I examined whether the photoactivation
protocol used here affected waiting behaviors for delayed rewards of 2 s, 6 s, 10 s or
infinity (reward omission). The waiting duration, the duration of maintaining a nose
poke, was measured in each omission trial of the waiting task (Fig. 3.3a). Optogenetic
activation with blue light significantly increased waiting duration during omission trials
in ChR2 mice (yellow vs. blue trials: 15.0 ± 0.37 s vs. 17.4 ± 0.49 s (hereafter, mean
± SEM is shown otherwise indicated); p = 0.00040, paired t-test; Fig. 3.3b). The
change rate was significant compared to that of control mice (Control vs. ChR2 mice:
-0.012 ± 0.0087 vs. 0.16 ± 0.027; p = 0.00042 , unpaired t-test; Fig. 3.3b-d). This
result was consistent with previous studies using the same behavioral task [124, 128]
and confirmed that the photoactivation administered to these mice was sufficient to
induce behavioral changes.

Figure 3.3: Activation of DRN 5-HT neurons prolonged stationary waiting
for future rewards. a: The definition of waiting duration. b, c: Waiting duration in
an omission trial in ChR2 (n = 8 mice) and control (n = 5 mice) mice. Blue and green
dots indicate the mean across ChR2 and control mice, respectively. ** indicates p <
0.01 by paired t-test. d: Change rate in control (n = 5 mice) and ChR2 (n = 8 mice)
mice. Green- and blue-filled circles indicate the mean across control (n = 5 mice) and
ChR2 (n = 8 mice) mice respectively. ** indicates p < 0.01, unpaired t-test. The error
bars represent the SEM in all graphs.
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3.3.3 Activation of DRN 5-HT neurons neither enhanced nor
suppressed persistence in motor actions.

Persistence in motor actions

In order to examine whether photoactivation of DRN 5-HT neurons affects persistence
in motor actions for future rewards, I analyzed the successful trial rate, the duration,
the number of lever presses in omission trials, and the time spent in abandoning an
omission trial in the lever-pressing task.

Successful trial rate: I first calculated the percentage of successfully rewarded trials
in 8-, 16-, 32-, and 64-press trials. In 8-, 16-, and 32-press trials, mice successfully
obtained rewards with almost 100% of the time. In 64-press trials, the successful trial
rate decreased, but was not significantly different between blue light and yellow light
stimulation (yellow vs. blue 64-press trials: 95.02 ± 1.73% vs. 94.55 ± 3.23%; p =
0.83, paired t-test; Fig. 3.4a).

Time spent pressing the lever: To quantify how long mice could sustain actions for
delayed rewards, I next measured the time spent pressing the lever, the duration from
the first lever-press to the last lever-press, in omission trials (Fig. 3.4c(i)). Interestingly,
the mice spent more than three times longer pressing the lever (48.68 ± 3.09 s with
yellow light, Fig. 3.4d(i)) than they spent in stationary waiting (15.0 ± 0.37 s, Fig.
3.3b) for the same reward, showing that mice can tolerate longer delays while they are
actively engaged in doing something, as opposed to waiting inactively. However, the
time spent lever-pressing in an omission trial was not significantly different between
trials with activation and those without activation (yellow vs. blue trials: 48.68 ±
3.09 vs. 48.86 ± 2.27; p = 0.92, paired t-test; Fig. 3.4d(i)). The change rate was
not significantly different from that of control mice (Control vs. ChR2 mice: 0.0048 ±
0.0052 vs. 0.016 ± 0.042; p = 0.88, unpaired t-test; Fig. 3.4d-f(i)).

The number of lever-presses in omission trials: To quantify how persistently mice
sustained motor actions for future rewards, I measured the number of lever-presses in
omission trials (Fig. 3.4c(ii)). The number of lever-presses in omission trials with
activation was not significantly different than that without activation (yellow vs. blue
trials: 111.50 ± 3.09 vs. 108.63 ± 3.74; p = 0.38, paired t-test; 3.4d(ii)). The change
rate was not significantly different from that of control mice (Control vs. ChR2 mice:
-0.016 ± 0.041 vs. -0.024 ± 0.029; p = 0.87 , unpaired t-test; Fig. 3.4d-f(ii)).

Time needed to abandon a trial: I next measured the time from the last lever-press
to a nose poke in the tone site to abandon an omission trial, which could indicate how
ambivalent mice were about abandoning the present trial (Fig. 3.4c(iii)). In ChR2
mice, optogenetic activation did not significantly change the time spent to abandon a
trial (yellow vs. blue trials: 15.41 ± 3.53 s vs. 19.03 ± 6.37 s; p = 0.23, Wilcoxon
signed-rank test; Fig. 3.4d(iii)) and the change rate was not significantly different from
that of control mice (Control vs. ChR2 mice: -0.059 ± 0.096 vs. 0.13 ± 0.090; p = 0.19
, unpaired t-test; Fig. 3.4d-f(iii)). These results indicate that DRN 5-HT activation
neither enhanced nor suppressed sustained motor actions for future rewards.
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Figure 3.4: Activation of DRN 5-HT neurons did not change persistence
in motor actions for future rewards. a, b: Successful trial rates in ChR2 (n =
8 mice) and control (n = 5 mice) mice. Open and filled circles indicate the means of
blue and yellow light trials, respectively in ChR2 (blue) and control (green) mice. n.s.
indicates not significant (p > 0.05) by paired t-test. c: The definition of behavioral
measures for action persistence. d, e: Behavioral parameters in ChR2 (n = 8 mice)
and control (n = 5 mice) mice. Blue and green dots indicate the means of ChR2 and
control mice data, respectively. n.s. indicates not significant (p > 0.05) by paired
t-test in d(i) and d(ii) and by Wilcoxon signed-rank test in d(iii). f: Change rate of
behavioral parameters in control (n = 5 mice) and ChR2 (n = 8 mice) mice. Green-
and blue-filled circles indicate the mean across control and ChR2 mice, respectively.
n.s. indicates no significance (p > 0.05) by unpaired t-test. The error bars represent
the SEM in all graphs.
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Action vigor

In order to examine how optogenetic activation of DRN 5-HT neurons affects the vigor
or speed of sustained motor actions, I measured inter-press intervals (IPIs), the intervals
between successive lever-presses. Through behavioral observation, I found that mice
usually pressed the lever continuously, but sometimes showed behaviors irrelevant to
lever-pressing, such as pausing, resting, or exploring, especially in omission trials. To
be specific, most IPIs were < 5 s, but some were longer (Fig. 3.5a). Therefore, I defined
IPIs < 5 s as short IPIs, which represent vigorous lever-pressing behaviors, and IPIs
≥ 5 s as long IPIs, which mainly represent other behaviors, and examined the effect of
the photoactivation on each type of IPI.

Long IPIs: Long IPIs were analyzed only in omission trials, because they were rarely
found in trials requiring 8 or more presses. In ChR2 mice, there was no significant
difference in long IPIs between blue light and yellow light stimulation. (yellow vs.
blue trials: 16.94 ± 2.65 s vs. 19.80 ± 3.70 s; p = 0.23, Wilcoxon signed-rank test;
Fig. 3.5b). The change rate was not significantly different from that of control mice
(Control vs. ChR2 mice: 0.17 ± 0.096 vs. 0.17 ± 0.11; p = 0.998, unpaired t-test; Fig.
3.5b-d)).

Short IPIs: In analyzing short IPIs, I first calculated the average short IPI in a trial
and analyzed the median across trials for each mouse. I analyzed data of ChR2 and
control mice with a two-way repeated measures ANOVA (Fig. 3.5e for ChR2 and 3.5f
for control mice). There were significant main effects of light (two levels within-subject
factors; yellow and blue, F (1,7) = 20.14, P < 0.004) and press (five levels within-
subject factors; 8-press, 16-press, 32-press, 64-press, and omission, F (4,28) = 26.39,
P < 10-8). However, there was no significant main effect of interaction (light x press,
F (4,28) = 0.68, P = 0.62). On the other hand, in control mice there was a significant
main effect of press (five levels within-subject factors; 8-press, 16-press, 32-press, 64-
press, and omission, F (4,16) = 19.7, P < 0.04), but there was no significant main effect
of light (F (1,4) = 0.148, P < 0.72).

Short IPIs at different press timing: Lottem et al. [104] showed that the vigor-
ousness of actions reflects latent variables of decision making. Accumulated evidence of
reward omission reduced response vigor [104]. In the lever-pressing task, because mice
could accumulate evidence of reward omission as they pressed the lever more times,
the vigorousness of lever-presses dynamically changed as a function of the number of
lever-presses. To confirm this point, I calculated the averages of short IPIs before
8 lever-presses, from 8 to 16 lever-presses, from 16 to 32 lever-presses, from 32 to 64
lever-presses, and after 64 lever-presses. Short IPIs increased as mice experienced more
lever-presses both in ChR2 and control mice and both in blue and yellow light stimu-
lation (Fig. 3.5g for ChR2 and 3.5h for control mice). This result suggests short IPIs
may reflect the dynamic change of the likelihood of reward or increased probability of
reward omission.

I analyzed data of ChR2 and control mice with a two-way repeated measures
ANOVA. In ChR2 mice, there were significant main effects of light (two levels within-
subject factors; yellow and blue, F (1,7) = 20.92, P < 0.004) and press (five levels
within-subject factors; before 8 presses, 8-16 presses, 16-32 presses, 32-64 presses, after
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64 presses, F (4,28) = 22.93, P = 0.00044). However, there was no significant main
effect of interaction (light x press, F (4,28) = 3.31, P = 0.073). There was a significant
simple main effect of light (F (1,7) = 20.14, P < 0.004). On the other hand, in con-
trol mice there was a significant main effect of press (five levels within-subject factors;
before 8 presses, 8-16 presses, 16-32 presses, 32-64 presses, after 64 presses, F (4,28)
= 22.93, P < 10-5), but there was no significant main effect of light (F (1,4) = 0.134,
P = 0.73). These results showed that activation of DRN 5-HT neurons slowed the
speed of active lever-pressing although the same activation did not affect persistence
of sustained motor actions. Taken together with the results of the waiting task, these
results show that the effect of activation of DRN 5-HT neurons on sustained actions
for future rewards differs between active motor actions and stationary waiting.
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Figure 3.5: Activation of DRN 5-HT neurons did not change action vigor
in the lever-pressing task. a: The definition of long and short IPIs. b, c: Long IPIs
in omission trials in ChR2 (n = 8 mice) and control (n = 5 mice) mice. Blue and green
dots indicate the mean across ChR2 and control mice, respectively. n.s. indicates not
significant (p > 0.05) by paired t-test. d: Change rate of long IPIs in control (n = 5
mice) and ChR2 (n = 8 mice) mice. Green- and blue-filled circles indicate the mean
across control and ChR2 mice, respectively. n.s. indicates not significant (p > 0.05) by
unpaired t-test. e, f: Short IPIs in ChR2 (n = 8 mice) and control (n = 5 mice) mice.
Open and filled circles indicate the mean in blue and yellow light trials, respectively
in ChR2 (blue) and control (green) mice. g, h: Short IPIs at different press timing in
ChR2(n = 8 mice) and control (n = 5 mice) mice. Open and filled circles indicate the
mean in blue and yellow light trials, respectively in ChR2 (blue) and control (green)
mice. The error bars represent the SEM in all graphs.
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3.3.4 Photoinhibition of DRN 5-HT neurons and behavioral
tasks.

A previous study showed that a subset of putative DRN 5-HT neurons increased their
neural activity during behavioral activation, such as locomotion, changing direction,
and approaching/withdrawal behaviors [150]. A possibility given this observation is
that lever-pressing behavior itself increases neural activity of DRN 5-HT neurons, such
that optogenetic activation did not induce additional effects. Therefore, I examined
the effect of optogenetic inhibition of DRN 5-HT neurons on action maintenance.
Histological Confirmation: To selectively inhibit DRN 5-HT neurons, I prepared
Tph2-ArchT-EGFP bi-transgenic mice (hereafter, referred to as ArchT mice). These
transgenic mice selectively express ArchT, a light-sensitive proton pump, in 5-HT neu-
rons. Under yellow light, ArchT induces efflux of H+ and inhibits neural activities. To
confirm selective expression of ArchT, I performed a histological experiment to com-
pare cells expressing EGFP and 5-HT neurons identified by immunohistochemistry of
Tph2 in three ArchT mice that were not used for the optogenetic inhibition experiment.
In nine slices from the three ArchT mice, 1058 Tph+ cells were found. Among them,
72.5% of the cells were also ArchT-EGFP+. On the other hand, there were only three
Tph- but ArchT-EGFP+ cells, suggesting the Tph2-ArchT bi-transgenic mice selec-
tively expressed ArchT in 5-HT neurons (Fig. 3.6a). I also confirmed the implantation
site of optic probes. Optic probes were implanted above the DRN in ArchT mice (Fig.
3.6b).

Figure 3.6: Immunohistochemistry and the implantation site of optic probes
in ArchT mice. a: Fluorescence images from ArchT mice. These images indicate
expression of Tph (Left), ArchT-EGFP (Middle), and co-localization of the two signals
(Right). Scale bars indicate 100 µm. b: The implantation site of optic probes in ArchT
mice. Coronal views of mouse brain are adapted [64]. Blue rectangles indicate tracks
of the implanted optic probes. Red filled areas indicate the DRN.
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Behavioral tasks: In this experiment, I slightly modified the task design of the
stationary waiting task in that 30-s inter-trial intervals were inserted after each trial
(Fig. 3.7a for the lever-press and Fig. 3.7c for the stationary waiting task). In order to
optogenetically inhibit DRN 5-HT neurons, continuous yellow light was applied from
the onset of action until the end of the trial (Fig. 3.7b for the lever-press and Fig.
3.7d for the stationary waiting task). Continuous blue light stimulation was used for
controls.

Figure 3.7: Behavioral tasks and timing of optogenetic inhibition. a:
Schematic drawing of the lever-pressing task. b: Time sequence of rewarded and
failure/reward omission trials with optic stimulation during the lever-pressing task. c:
Schematic drawing of the stationary waiting task. d: Time sequence of rewarded and
failure/reward omission trials with optic stimulation during the waiting task.
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3.3.5 Inhibition of DRN 5-HT neurons shortened stationary
waiting for future rewards.

I first trained four ArchT mice in the stationary waiting task and tested the effect of
optogenetic inhibition of DRN 5-HT neurons. A previous study showed that chemical
inhibition of DRN 5-HT neurons increased premature abandonment in a delayed reward
task [127]. Therefore, I predicted that optogenetic inhibition of DRN 5-HT neurons
would decrease waiting duration in omission trials or increase wait errors in reward trials
in the stationary waiting task. I tested the photoinhibition effect in the condition in
which the reward delay was randomly chosen from 2, 6, and 10 s. I analyzed successful
trial rates using two-way repeated measures ANOVA (Fig. 3.8a). There were no
significant main effects of light (two levels within-subject factors; yellow and blue,
F (1,3) = 1.13, P = 0.37) and delay (three levels within-subject factors; 2 s, 6 s, 10 s,
F (2,6) = 0.19, P = 0.83).

On the other hand, there was a significant decrease in the waiting duration in
omission trials during optogenetic inhibition (blue vs. yellow trials: 17.08 ± 0.55 vs.
15.50 ± 0.39; p = 0.0350, paired t-test, n = 4 mice; Fig. 3.8b). These results confirmed
the effectiveness of the optogenetic inhibition protocol and also the causal relationship
between decreased DRN 5-HT neural activity and impaired waiting for delayed rewards.

Figure 3.8: Inhibition of DRN 5-HT neurons shortened the stationary wait-
ing periods for future rewards. a: The successful trial rates in rewarding trials in
ArchT mice (n = 4 mice). Yellow open and filled circles indicate the mean of ArchT
mice in blue and yellow light trials, respectively. b: Waiting duration in omission trials
in ArchT mice (n = 4 mice). Yellow dots indicate the mean across ArchT mice (n =
4 mice). * indicates p < 0.05 by paired t-test. Error bars represent the SEM in all
graphs.
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3.3.6 Inhibition of DRN 5-HT neurons neither enhanced nor
suppressed sustained motor actions

Persistence in motor action

In order to examine whether optogenetic inhibition of DRN 5-HT neurons affects sus-
tained motor actions for future rewards, I analyzed the successful trial rate, the dura-
tion, the number of lever presses in omission trials, and the time spent abandoning a
trial in the lever-pressing task, as in the optogenetic activation experiment.
Successful trial rate: All mice were able to perform 8-, 16-, and 32-press trials
without failure in both in blue and yellow light stimulation trials. In 64-press trials,
the successful trial rate decreased compared with other types of trials, but there was
no significant difference between blue and yellow light trials (blue vs. yellow 64 press
trials: 97.54 ± 1.77% vs. 98.21 ± 1.14% ; p = 0.81, paired t-test; Fig. 3.9a).
Time spent pressing the lever: I measured the time that mice spent pressing the
lever, the time from the first to the last lever-press, in omission trials. The time spent
lever-pressing in omission trials (44.62 ± 6.64 s with blue light, Fig. 3.9b(i)) was much
longer than that for stationary waiting in omission trials (17.08 ± 0.55 s with blue light,
Fig. 3.8b), as in the optogenetic activation experiment, but did not differ significantly
between trials with and without optogenetic inhibition (blue vs. yellow trials: 44.62 ±
6.64 s vs. 44.93 ± 7.02 s; p = 0.77, paired t-test; Fig. 3.9b(i)).
The number of lever-presses in omission trials: I next measured the number
of lever-presses in omission trials. That number did not differ significantly between
trials with and without optogenetic inhibition (blue vs. yellow trials: 107.63 ± 6.28
vs. 111.00 ± 4.88; p = 0.14, paired t-test, n = 4 mice; Fig. 3.9b(ii)).
The time needed to abandon a trial: I also measured the time from the last
lever-press to a nose poke in the tone site to abandon an omission trial. Optogenetic
inhibition did not significantly change the time to abandon an omission trial (blue vs.
yellow trials: 13.52 ± 3.69 s vs. 10.50 ± 2.07 s; p = 0.17, paired t-test; Fig. 3.9b(iii)).
These results indicate that DRN 5-HT inhibition neither enhanced nor suppressed per-
sistence in motor actions, thereby resembling results of the photoactivation experiment.
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Figure 3.9: Inhibition of DRN 5-HT neurons neither enhanced nor sup-
pressed persistence in motor actions for future rewards. a: The successful
trial rates in rewarding trials in ArchT mice (n = 4 mice). Yellow open and filled cir-
cles indicate the mean among ArchT mice in blue and yellow light trials, respectively.
n.s. indicates not significant (p > 0.05) by paired t-test. b: Behavioral parameters in
an omission trial in ArchT mice (n = 4 mice). Yellow dots indicate the mean of ArchT
mice. n.s. indicates not significant (p > 0.05) by paired t-test in all parameters. Error
bars represent the SEM in all graphs.
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Action vigor

To examine the effect of optogenetic inhibition on the vigor or speed of motor actions,
I measured IPIs. As in the optogenetic activation experiment, I defined IPIs < 5 s as
short IPIs, which represent vigorous lever-pressing behavior, and IPIs ≥ 5 s as long
IPIs, and I examined the effect of optogenetic inhibition on each type of IPI (Fig.
3.10a).
Long IPIs: I first examined the effect of optogenetic inhibition on long IPIs in omission
trials. Long IPIs did not change significantly as a result of optogenetic inhibition (blue
vs. yellow trials: 19.82 ± 3.48 s vs 15.42 ± 1.27 s; p = 0.15, paired t-test; Fig. 3.10b).
Short IPIs: I then examined short IPIs in different types of trials. I analyzed data
with a two-way repeated measures ANOVA (Fig. 3.10c). There were no significant
main effects of light (two levels within-subject factors; yellow and blue, F (1,3) = 9.63,
P = 0.053) and press (five levels within-subject factors; 8-press, 16-press, 32-press,
64-press, and omission, F (4,12) = 0.045, P = 0.99).
Short IPIs at different press timing: To examine how the speed of lever-presses
dynamically changed, I measured short IPIs at different press timing, as in the pho-
toactivation experiment. Compared to the photoactivation experiment, I did not find
a clear trend that short IPIs increased as mice experienced more lever-presses. An
increase in short IPIs at a larger number of lever-presses was found in two of the four
ArchT mice, while the other two ArchT mice maintained the same speed during the
lever-presses. I analyzed data with a two-way repeated measures ANOVA (Fig. 3.10d).
There were no significant main effects of light (two levels within-subject factors; yellow
and blue, F (1,3) = 1.25, P = 0.36) and press (five levels within-subject factors; before
8 presses, 8-16 presses, 16-32 presses, 32-64 presses, after 64 presses, F (4,12) = 0.27,
P = 0.89).
These results showed that DRN 5-HT inhibition did not modulate the vigor of motor
actions. Taken together with the results of the waiting task, these results suggest
that involvement of DRN 5-HT in sustained actions for future rewards differs between
physical activity and stationary waiting. DRN 5-HT neurons bidirectionally controlled
stationary waiting, but they did not affect persistence in motor actions.



3.3 Results 37

Figure 3.10: Inhibition of DRN 5-HT neurons did not change action vigor
in the lever-pressing task. a: The definition of long and short IPIs. b: Long IPIs at
omission trials in ArchT mice (n = 4 mice). Yellow dots indicate the mean of ArchT
mice. n.s. indicates not significant (p > 0.05) by paired t-test. c: Short IPIs in ArchT
mice (n = 4 mice). Yellow open and filled circles indicate the mean of ArchT mice
in blue and yellow light trials, respectively. d: Short IPIs at different press timing
in ArchT mice (n = 4 mice). Yellow open and filled circles indicate the mean across
ArchT mice in blue and yellow light trials, respectively. Error bars represent the SEM
in all graphs.
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3.4 Discussion

In this study, I examined the role of DRN 5-HT neurons in sustaining motor actions
for future rewards. I first showed that optogenetic activation of DRN 5-HT neurons
prolonged waiting for future rewards, as in previous studies. On the other hand, the
same stimulation neither enhanced nor suppressed the persistence of motor actions,
while stimulation reduced response vigor. This result suggests that activation of DRN
5-HT neurons, which promotes patience to wait, does not modulate persistence in
motor actions.

To further investigate the causal relationship between the activity of DRN 5-HT
neurons and sustained motor actions, I optogenetically inhibited DRN 5-HT neurons
during behavioral tasks. Optogenetic inhibition of DRN 5-HT neurons shortened the
waiting duration, in opposition to its effect in the activation experiment. However, the
same optogenetic inhibition did not cause behavioral changes in lever-pressing behavior.
Taken together, the present study revealed differential regulation of sustained motor
actions and inactive waiting for future rewards.

The first interesting behavioral observation was that animals spent more time press-
ing a lever than continuing to nose poke in omission trials. That animals tolerate longer
delays to obtain the same reward by sustained active behavior than by stationary wait-
ing is not compatible with the common notion that motor actions are costly. Previous
psychological studies on self-control in humans showed that children who are engaged
in behaviors to distract themselves, such as playing with toys or talking to others, can
tolerate longer delays for rewards than those who did not [120, 121]. From these stud-
ies, it was proposed that diverting attention from the temporal feature of the task with
activity reduces the effect of delay discounting [116]. In the current study, mice might
be able to tolerate longer delays during the lever-pressing task due to actively sustained
motor actions that shifts their attention away from the temporal feature of the task.
In order to examine this, for example, we can train mice to the task in which mice need
to run or not to run in a wheel for required delay to obtain a reward and compare the
success rate in running and no-running trial and waiting duration in reward omission
trials.

Based on the hypothesis that 5-HT controls temporal discounting of future rewards,
we originally expected that optogenetic manipulation of DRN 5-HT neural activity
would modulate sustained motor actions for delayed rewards in much the same way
during stationary waiting. However, these experimental results suggest that the role
of DRN 5-HT neurons in sustained motor actions cannot be fully explained by the
discount factor hypothesis. Another possible interpretation of how activation of DRN
5-HT neurons prolong waiting is based on the behavioral inhibition hypothesis, which
suggests that increased 5-HT transmission shifts animal behavior toward inaction [167].
If this hypothesis can account for 5-HT regulation of adaptive behaviors, it might be
expected that activation of DRN 5-HT neurons would suppress lever-pressing behavior
and vice versa. However, in the present study, optogenetic stimulation of DRN 5-
HT neurons neither enhanced nor suppressed persistent lever-pressing, suggesting that
behavioral inhibition cannot explain the results of the present study.

The differential optogenetic effect in the present study may reflect distinctive neural
substrates for delay-based (waiting) and effort-based (lever-pressing) motivated behav-
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iors. A previous study showed that pharmacological reduction of systemic 5-HT level
decreased the tendency of rats to favor immediate smaller rewards over delayed larger
rewards in a delay-based choice task, but did not change their tendency to choose
smaller rewards after climbing a low barrier rather than larger rewards after climbing
a higher barrier in an effort-based choice task [47]. Although sustained actions may
be regulated differently than choice behaviors, our results are consistent with that be-
havioral study. Also, a recent fiber photometry study showed that DRN 5-HT neural
activity is not increased while mice are pressing a lever to obtain rewards [207]. Rather,
the study showed that 5-HT neurons in the MRN show increased neural activity during
lever-pressing. How DRN 5-HT neurons regulate sustained actions differently has not
been examined behaviorally, and our study adds behavioral evidence suggesting differ-
ent neural substrates between sustained motor action and inactive waiting for future
rewards.

A recent study showed that DRN 5-HT neurons are anatomically divided into at
least two subtypes, cortex-projecting and subcortical-projecting neurons, and that
these subtypes show different responses to rewarding and punishing stimuli. More-
over, they have different behavioral roles [152]. Therefore, it is also possible that DRN
5-HT projections to different brain regions have different behavioral functions. In our
study, we stimulated all DRN 5-HT neurons, which may have obscured the existence
of functionally different DRN 5-HT projections on motor action for future rewards.
Future experiments to stimulate axon terminals of DRN 5-HT projections to specific
brain regions [125] should further clarify the roles of DRN 5-HT neurons in sustained
motor actions.

Another possible reason why optogenetic inhibition of DRN 5-HT neurons did not
have any effect on lever-pressing behavior may be the order of behavioral experiments.
In this study, we first tested the effect of optogenetic inhibition in the stationary waiting
task. After the waiting task, we trained mice for the lever-pressing task. A previous
study showed that excessively long optogenetic stimulation, i.e., 2 h, caused cell death,
possibly due to extreme alkalinization of intracellular pH [178]. Although the present
study did not use prolonged optogenetic stimulation as in the aforementioned study,
repeated optogenetic stimulation over multiple days may have reduced the efficacy of
such stimulation in later testing sessions. It is necessary to reverse the order of the
behavioral tasks to exclude the influence of possible photodamage.

Although the present study shows no effect on action persistence for future rewards
and but an effect of slowing down response vigor, this result conflicts with the previous
study, which showed that optogenetic activation of DRN 5-HT neurons promotes active
persistence and increased response vigor in a task in which active nose poking was
required to receive water rewards [104]. Although the previous study differs from
ours in the type of reward (water vs. food) and in actions associated with rewards
(repeated nose pokes vs. lever-pressing). Other studies also discussed possible reasons
of different optogenetic effect by studies such as serotype of AAV virus injected [63]
and copy number of ChR2 expressing vectors/alleles [131].

Another important issue that may induce different optogenetic effects is the differ-
ence in DRN 5-HT neural activity induced by optogenetic activation. In the previous
study, ChR2(H134R) was expressed in SERT-Cre mice that received 25-Hz photo-
stimulation. This induced strongly synchronized DRN 5-HT neural activity. Such
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strong neural activity was mainly observed at the time of reward acquisition [99]. A
recent study using the same transgenic mouse line showed that 20-Hz photostimula-
tion of DRN 5-HT projections to the VTA induced dopamine release at the NAc and
also had a reinforcing effect [191]. Several previous studies also showed that in the
self-stimulation test, activation of DRN 5-HT neurons with 20-Hz photostimulation
reinforced active nose poking to a port coupled with the stimulation [102, 131]. Photo-
stimulation used in the previous study may affect active persistence and response vigor
through the reward effect induced by dopamine release. On the other hand, in this
study, we used ChR2(C128S), a step-type function opsin that induced less synchronized
activity, i.e. approximately 6-Hz firing, and photostimulation to this ChR2 variant did
not induce rewarding effects [128], suggesting that dopamine release is not induced by
the stimulation. One possibility is that moderate and strong activation of DRN 5-HT
neurons interacts with dopaminergic neurons differently, resulting in different effects on
motivated behaviors. In order to examine, whether the optogenetic effect observed in
the active nose-poking task is due to firing frequency or not, it is necessary to examine
whether the same effect is found with our transgenic mice and stimulaion protocols in
the active nose-poking task.

Another remarkable difference between our task and that of Lottem et al. [104] is
the cost of abandoning a trial. The amount of travel cost to move to the next trial
critically modulates animal decisions about whether to stay in the current trial/patch.
Previous studies found that time and response in the current trial increased as the
travel cost increased [114, 185]. In Lottem et al. [104], mice were required to travel
a 30-cm passage to move to the next trial, which took approximately 3 s on average.
On the other hand, in our task, the inter-trial intervals could function as a travel cost
to start the next trial, which took at least 20 s. One possibility is that 5-HT neurons
modulate active motor actions differently, depending on the magnitude of the travel
cost. This possibility can be examined by testing optogenetic stimulation of 5-HT
neurons in lever-pressing behaviors with inter-trial intervals of different lengths.

In conclusion, we showed that manipulation of DRN 5-HT activity has different
effects on sustained motor action and stationary waiting for future rewards. Patience
to wait and persistence to act for delayed reward acquisition are regulated differently by
DRN 5-HT neurons. Advanced optical imaging from genetically tagged 5-HT neurons
such as fiber photometry and endoscopic microscopy will enable us to identify different
neural substrates in persistence to act and patience to wait.



Chapter 4

Control of model-based decision
making by DRN 5-HT neurons

4.1 Introduction

In decision making, we select an action by estimating which action offers more rewards
in the long run. In this process, there are mainly two distinct algorithms to decide:
model-free and model-based RL systems [171]. Previous studies suggest that these
two RL systems are implemented in the brain in parallel and that they cooperate to
optimize policy [41, 48, 49]. Previous human studies suggest 5-HT neurons modulate
arbitration between two valuation systems [201] However, this study reduced the 5-
HT level systemically, and detailed neural substrates responsible for the arbitration
were not examined. One recent study in mice found that optogenetic inhibition of
DRN 5-HT neurons, but not MRN, disrupted model-based decision making in a re-
ward devaluation task [137]. Although this study demonstrates the causal relationship
between DRN 5-HT neurons and model-based decision making, it is difficult to exam-
ine which computation processes are disrupted by optogenetic inhibition: Does DRN
5-HT control both model-based and model-free decision making, or does it control only
one of them? Another recent computational study proposed that DRN 5-HT neurons
are also involved in model-based value estimation [125]. Behavioral studies examining
how DRN 5-HT neurons control each computational process in model-based decision
making are still few in number.

Here, to examine the computational role of DRN 5-HT neurons in model-based
decision making, I used a mouse two-step decision-making task, a task developed to
examine model-based decision making [3]. An important advantage of this task is that
by combining it with RL models, descriptive models of decision-making processes, it
is possible to quantitatively understand the computational processes of model-based
decision making.

I trained mice to perform a two-step decision making task and tested the effects of
photoinhibition of DRN 5-HT neurons on choice behavior and underlying computation
of model-based decision making. I first found that mice use both model-free and model-
based RL systems to make a choice. I also found that DRN 5-HT photoinhibition
affected the features of model-based decision making. By fitting the behavioral data to
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a model-free/model-based hybrid model, I found that photoinhibition of 5-HT neurons
decreased the weight of model-based decision making.

4.2 Materials and Methods

4.2.1 Behavioral experiment

Animals. All experimental procedures were performed in accordance with guidelines
established by the Okinawa Institute of Science and Technology Experimental Animal
Committee. Six C57/BL background mice were used for baseline behavioral exper-
iments. For the photoinhibition experiment, seven Tph2-ArchT-EGFP bi-transgenic
mice were used. Three Tph2-tTA transgenic mice were used as control. All mice were
housed individually at 24◦C on a 12:12 h light: dark cycle (lights on 07;00-19;00 h).
All behavioral training and photostimulation sessions were performed during the light
cycle six days per week.

Behavioral apparatus. All training and photostimulation sessions were performed in
custom-made operant boxes controlled by pyControl, a micropython-based behavioral
control system [3]. On one side of the behavior boxes, five holes were located at the
left, right, top, bottom, and center of the side. Each hole was equipped with an LED
light. The upper and lower ports were connected to stainless tubes to deliver water
rewards. A speaker to generate tone cues was located above the upper port.

Mouse two-step decision making task. I used the two-step decision making task
developed in a previous study [3] with slight modification (Fig. 4.1). In the initial state,
the center port lit up. Mice could start a trial with a nose poke in the center port. After
the nose poke in the center port, the right and left ports lit up in the first step. After the
first-step choice, either the upper or lower port illuminated, referred to as an up state or
down state, respectively. The choice at the first step commonly led to one second-step
state (up or down) with 80% and led to the other second-step state with 20%. Tones of
different frequency signaled to which second-step state a trial would move. The state
transition probability was fixed throughout training and photostimulation sessions. In
the second step, mice were required to poke an illuminated port. After poking in
the upper/lower port, mice could obtain water rewards with different probabilities. A
water reward was delivered or not delivered with a 500-ms pure tone or white noise,
respectively. After outcome delivery (reward or no reward), a 2-4-s inter-trial interval
was inserted, and mice could start the subsequent trial after the center port lit up
again. In the full task, mice were allowed to freely choose left or right in 75% of trials
(referred to as free-choice trials) and forced to choose either port in the remaining
25% of trials (referred to as forced-choice trials). Reward probabilities in the up or
down state were dynamically changed in block structures. In non-neutral probability
blocks, the reward probability of one state was 80%, and that of the other state was
20%. In neutral probability blocks, reward probabilities of both states were 50%. In the
non-neutral block, first-step choice behaviors were monitored as an exponential moving
average of correct choices, which commonly led to a more rewarding state at the present
non-neutral block. The non-neutral block was randomly changed to another block 5-15
trials after the moving average of correct choices surpassed 75%. The neutral block
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was randomly switched to another block after 20-30 trials.

Figure 4.1: The schematic diagram of two-step decision making task.

Training for a two-step decision making task. Mice were restricted to free access
to water 48 h before the first day of training. One day before the first training session,
mice could freely access water. Optional ad libidum water access was given if needed to
maintain their body weights at >85% of pre-restricted body weights. Training sessions
consisted of 4 stages containing 11 substages in total. From Stage 1 to the middle
of Stage 4, two 45-min sessions were performed per day, and a 90-min session was
performed afterward. Each substage is designed as follows:
Stage 1 : The purpose of Stage 1 was to establish an association between nose-poking
in an upper or lower port and reward delivery. In Stage 1.1, either the upper or lower
port was lit, and the mice deterministically obtained water rewards (15 µl) by a nose
poke in the lit port. Once the mice could perform more than 50 trials in a session,
training moved to Stage 1.2. In this stage, auditory cues were introduced to signal the
reward delivery. The reward size was decreased to 12 or 10 µl. Fifty trials per session
were required to move to the next stage.
Stage 2 : In stage 2, probabilistic state transitions from the first step to the second
step were inserted. At the first step, either the left or right port was lit. The state
transition occurred by nose-poking in the lit port. At the second step, mice could
deterministically obtain rewards by nose-poking in the lit port. After the mice could
perform more than 50 trials, the training moved to stage 3.
Stage 3 : In stage 3, the initial state was introduced. Mice were trained to nose-poke in
the lit center port to initiate a trial. At the first step, either the left or right port was
lit, and the trial moved to the second step by nose-poking in the lit port. After the state
transition, by nose-poking in the lit port, mice could obtain rewards deterministically.
The mice were required to perform at least 75 trials to move to stage 4.
Stage 4 : Stage 4 consisted of 7 substages, and stage 4.7 was the full task used for
photoinhibition sessions. In stage 4.1, all trials were forced-choice trials, and proba-
bilistic reward delivery and reward block structure were introduced. In stages 4.2-4.6,
by increasing the probability of free-choice trials and making reward probability more
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Table 4.1: Training schedule of each substage at training stage 4

Stage Forced-choice Reward prob. Block switch Criteria to next stage

4.1 100%
Non-neutral 90% 70%
Neutral 80% 80% 20-30 trials > 50 trials in a session

4.2 75%
Non-neutral 90% 50%
Neutral 70% 70% 20-30 trials > 50 trials in a session

4.3 75%
Non-neutral 90% 30%
Neutral 60% 60% 20-30 trials > 50 trials in a session

4.4 75%
Non-neutral 90% 10%
Neutral 50% 50% 20-30 trials > 50 trials in a session

4.5 50%
Non-neutral 90% 10%
Neutral 50% 50% > 75% correct choice > 50 trials in a session

4.6 25%
Non-neutral 90% 10%
Neutral 50% 50% > 75% correct choice 5-6 blocks in a session

4.7 (Full) 25%
Non-neutral 80% 20%
Neutral 50% 50% > 75% correct choice

In the column of ’Reward prob.’, each value indicates the reward probability at the
two second-step states

stochastic, task complexity was increased. From stage 4.6, reward size was gradually
decreased to 4 µl. Detailed information for each substage is described in Table 4.1. In
stage 4.7, once the mice could experience more than 5 blocks per session, 2-3 days in
a row, training was completed.

Surgical procedure for optic probe implantation. After training was completed,
a craniotomy was performed to implant an optic probe (400 µm diameter, 0.48 NA,
5 mm length, Doric) above DRN. Mice were anesthetized with isoflurane (3% for in-
duction and 1-1.5% during the surgery). Mice were placed on a stereotaxic stage, and
their heads were fixed with ear bars. Then the skull was exposed with a blade, and a
hole was made with a drill. Once the brain was exposed through the hole, the dura
was removed using the tip of a needle, and an optic probe was lowered above the
DRN through the hole (from bregma: posterior, -4.6mm; lateral, 0 mm; ventral, -2.6
mm). Light-sensitive adhesive and dental cement was applied to the skull to fix the
implanted optic probe. Mice were returned to their home cages for recovery. I started
to retrain the mice for behavioral tasks one week after the surgery and then proceeded
to photostimulation sessions.

Photostimulation protocol. During photostimulation sessions, 470-mm blue and
590-mm yellow light stimulation was given, generated by an LED light source (Doric
Lenses). Timing of stimulation was determined by TTL pulses controlled with pyCon-
trol. Either blue or yellow light stimulation was applied after outcome delivery until
a first-step choice in the subsequent trial. Light intensity of blue and yellow light at
the tip of the optical fibers was 1.2-1.5 mW and 2.8-3.2 mW, respectively. Yellow light
stimulation was applied based on two conditions. 1) yellow light stimulation was ap-
plied only before free-choice trials. 2) After a free-choice trial preceded by yellow light
stimulation, at least two subsequent trials were preceded by blue light stimulation. As
a result, roughly 20% of trials were preceded by yellow light stimulation.

Immunohistochemistry. After the behavioral tests, mice were deeply anesthetized
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with 100 mg/kg sodium pentobarbital i.p. and perfused with saline or PBS followed by
4% PFA/PB or 4% PFA/PBS. Their brains were removed immediately after perfusion
and immersed in fixative solution overnight. Then, 50 µm coronal slices were cut using
a vibratome (VT1000S, Leica), and the implantation site of optic probes was confirmed
according to the mouse brain atlas [64].

In order to confirm ArchT expression after the task, brain slices were incubated with
primary antibodies for two nights. Slices were then rinsed with PBS and incubated
with secondary antibodies for two nights. After incubation and rinsing, slices were
mounted onto slide glasses. Fluorescent images shown in Figure 4.4a were acquired
using spinning disc confocal microscopy (SD-OSR, Olympus). As primary antibodies,
I used anti-Tph (1:250, sheep polyclonal, Merck Millipore, AB1541) and anti-GFP
(1:500, chicken polyclonal, Abcam, ab13970) as a marker for 5-HT neurons and ChR2-
EGFP or ArchT-EGFP neurons, respectively. For secondary antibodies, anti-sheep
and anti-chicken antibodies, respectively conjugated with Alexa flour 594 and 488 were
used. Antibodies were diluted in staining buffer containing 10 mM HEPES, 20 mM
NaCl, and 10% Triton X-100. The pH of the staining buffer was adjusted to 7.4 in
advance.

4.2.2 RL model analysis

Description of RL models. I considered four RL models to decide the first-step
choices: 1) model-free RL strategy, 2) model-based RL strategy, 3) model-free/model-
based hybrid strategy, and 4) an inference strategy. I denote the first-step choice in the
t th trial as ct ∈ [L,R], the second-step state as st ∈ [U,D], and the reward/reward
omission as rt ∈ [0, 1]. In model-free RL strategy, Action values of the first-step actions
taken at t th trial Qmf,t(ct) are updated as follows:

Qmf,t(ct)← (1− α)Qmf,t−1(ct) + α(λrt + (1− λ)Vt−1(st))

α and λ denote the learning rate and eligibility trace, respectively. Vt−1(st) denotes the
state value of the second-step state reached at t-1 th trial. The value of the second-step
state reached was updated after outcome delivery as follows:

Vt(st)← (1− α)Vt−1(st) + αrt

On the other hand, the value of the first-step action unchosen Qmf,t(c
′
t) and the value

of the second-step state unattained Vt(s′t) decayed toward zero with a forgetting rate
f as follows:

Qmf,t(c
′
t)← (1− f)Qmf,t−1(c

′
t)

Vt(s
′
t)← (1− f)Vt−1(s

′
t)

In model-based RL strategy, values of the second-step states were updated as in the
model-free RL strategy. Action values of first-step actions after t th trial was calculated
as the sum of the state values of the second-step state weighted by the state transition
probabilities. For example, the action value of the left choice was calculated as follows:

Qmb,t(c = L)← p(s = U |c = L)Vt(s = U) + p(s = D|c = L)Vt(s = D)
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p(s|c) denotes the state transition probabilities to each second-step state after the
first-step actions. I used p(s|c) = 0.8 for common transition and p(s|c) = 0.2 for rate
transition. The action value of the right choice was also computed in the same manner.
Based on these action values, net action values Qnet,t are calculated as follows:

Qnet,t(c = L)← βmfQmf,t(c = L) + βmbQmb,t(c = L) + P c̄+B

Qnet,t(c = R)← βmfQmf,t(c = R) + βmbQmb,t(c = R)

βmf and βmb control how much the agents rely on each strategy. Therefore, the model-
free RL strategy uses βmb = 0 and the model-based RL strategy uses βmf = 0. In
a model-free/model-based hybrid RL strategy, both βmf and βmb are positive values.
In the net action value of the left choice, two additional terms are added in order
to model the animals’ tendency to repeat the same choice as in the previous trial
(i.e., perseveration) and the preference for a specific choice (i.e., bias). In detail,
perseveration is modeled as follows:

c̄ =

{
0.5 for ct = L

−0.5 for ct = R

P and B denote the strength of perseveration and bias, respectively. If B is posi-
tive/negative, agents have a preference for left/right choice, regardless of the action
values of each choice. Based on the net action value, the probability of each action π
is calculated as follows:

π(ct+1 = L) =
exp(Qnet,t(c = L))

exp(Qnet,t(c = L)) + exp(Qnet,t(c = R))

π(ct+1 = R) =
exp(Qnet,t(c = R))

exp(Qnet,t(c = L)) + exp(Qnet,t(c = R))

The inference strategy model can behave similarly to model-based strategies even
without the internal model of transition probability [2]. In a recent study using the
same configuration of mice, a two-step task evaluated various models based on the
inference strategy and showed that one of them fit better than the model-free/model-
based hybrid strategy [17]. Here, I evaluated the best fit model in the previous study.
This model has two components: inference and reward-as-cue. These two components
estimate action values in different ways. In the inference component, when agents
obtain rewards, they learn the reward probability of second-step states as follows:

It ← (1− αr)It−1 + αrSt

I denotes a subjects’ belief about the reward probability of the up state and directly
determined the value of the up state. αr denotes the learning rate to update the belief.
S indicates the second-step state reached at t th trial, taking 1 at the up state and
0 at the down state. Because the task has anti-correlated reward probabilities (i.e., if
the up state has a higher probability, the down state has a lower reward probability),
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the value of each second-step state was determined as follows:

Vinf,t(U) = It

Vinf,t(D) = 1− It
Second-step state values determine first-step action values, based on which first-step
actions commonly lead to specific second-step states. For example, if the left choice
commonly leads to the up state and the right choice leads to the down state, first-step
action values for the subsequent trial were determined as follows:

Qinf,t(L) = It

Qinf,t(R) = 1− It
In the reward-as-cue component, when the agents obtain a reward at a second-step
state, they reinforce the first-step action, which commonly leads to the second-step state
reached. For example, if the task has a structure such that the left choice commonly
leads to the up state and the right choice to the down state, and the agents obtain
the reward in the up state, the first-step action values at the subsequent next trial are
updated as follows:

Qrc,t(L) = 1

Qrc,t(R) = 0

Based on the action values from the inference and reward-as-cue component, the net
action values for first-step actions are calculated as the weighted sum of action values
from these two components with perseveration and bias.

Qnet,t(c = L)← βinfQinf,t(c = L) + βrcQrc,t(c = L) + P c̄+B

Qnet,t(c = R)← βinfQinf,t(c = R) + βrcQrc,t(c = R)

The probability of each choice in the subsequent trial is calculated based on the softmax
decision rule mentioned above.

Model evaluation and parameter estimate. I evaluated each model based on how
accurately the model predicts choice behaviors, as in previous studies [87, 119]. To
quantify the accuracy of the prediction, I calculated the normalized likelihood of ob-
served first-step choices and evaluated the models using leave-one-out cross-validation.
For a single t th trial, the likelihood Z(t) was calculated as the probability of the first-
step choice taken at t th trial given the choice history till t - 1 trial. The normalized
log-likelihood of one session was calculated as follows:

1

Ts

Ts∑
t=1

logZ(t)

Ts denotes the number of free-choice trials in one session.
For model evaluation, when I had behavioral data of n sessions from the same

mouse, n - 1 sessions were assigned as training data used for the parameter estimate of
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the model. The remaining session was used as test data for calculation of normalized
log-likelihood. This process was repeated n times so that all session data were assigned
as test data. Parameter values that maximize a posteriori (MAP) were estimated. The
MAP estimate was performed using an optimizing function in a python library called
pyStan. The prior distribution of each parameter was set as follows:

α, f, λ, αr ∼ beta(a = 2, b = 2)

βmf , βmb, βinf , βrc ∼ gamma(α = 2, β = 3)

P,B ∼ studentt(ν = 4, µ = 0, σ = 2.5)

In the parameter estimate of the photoinhibition testing sessions, I assumed that pa-
rameter values under yellow and blue stimulation were different. Therefore, the number
of free parameters was doubled compared to models for baseline data.
Simulation of behavioral sessions. To confirm whether the selected model behaves
similarly to actual mice, I simulated behavioral sessions of baseline experiments. After
the parameter estimate of each baseline dataset, behavioral sessions were simulated.
Each session had the same length of trials as actual data. I also performed simulation of
photoinhibition sessions using parameter estimate of each ArchT mice dataset. For sim-
ulation of photoinhibition session, Each session had 1000 trials. In addition, assuming
that DRN 5-HT photoinhibition affected the weight on model-based decision making,
I simulated photoinhibition sessions. The simulated sessions include no-inhibition and
inhibition trials, the same as the actual photoinhibition sessions. For the no-inhibition
trials, parameter values were set to the median of MAP estimate values for each mouse
subject of the baseline experiment. For inhibition trials, the value of βmb was set to
zero. Similarly, photoinhibition sessions were simulated with the forgetting rate set
to 0.01 or 0.99. For each mouse subject, 500 sessions, each of which has 450 trials,
were simulated, and stay probabilities after the inhibition and no-inhibition trials were
analyzed.
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4.3 Results

4.3.1 Mice used both model-free and model-based decision mak-
ing in the two-step task

The first-step choice behaviors and stay probability: To confirm how mice
perform the task, I first trained six mice without implanting optic probes. Detailed
information about baseline session data used for analysis is listed in Table 4.2. The
moving average of making left choices changed adaptively based on which first step
choice commonly led to more rewarding second-step state (Fig. 4.2a). To characterize
their behaviors, I measured stay probability, how frequently mice repeat the same first-
step choice as in the preceding trial. When mice experienced rewarded and common-
transition trials, they were likely to repeat the same first-step choice (Fig. 4.2b). On the
other hand, the stay probability was relatively low when they experienced reward and
rare-transition trials. This result suggests that mice seemed to choose the subsequent
action dependent on transition type, which is characteristic of model-based decision
making.

Table 4.2: Summary of the baseline session data.

# mice # sessions
# free-choice

trials
# forced-choice

trials # blocks/session # trials/block
6 89 26222 8735 10.5 35.2

Evaluation of RL models: To understand the computational process of how mice
choose actions, first-step choice behaviors were fit to RL models. I examine four
decision making strategy models: model-free RL strategy, model-based RL strategy,
model-free/model-based hybrid strategy, and inference strategy (see section 4.2.1 for
the model description). Behavioral data were divided into training and test data. Us-
ing the training data, values of free parameters were estimated using MAP estimate.
The normalized log-likelihood of choice behaviors in the test data was calculated with
the estimated values. The higher likelihood indicated the model could predict mouse
choice behaviors of the test data more accurately. Data from all but one session were
assigned as training data and data from the remaining session as test data. I repeated
this process so that all sessions were assigned as test data (i.e., leave-one-out cross-
validation). The normalized log-likelihood computed from each test data was averaged,
and the average was exponentiated. This value indicates the average performance of
the model and was computed for each model for each mouse. The model-free/model-
based hybrid strategy model had the largest model accuracy in 4 of 6 mice (Hyb in
Fig. 4.2c), and in the remaining mouse, the model accuracy of the inference strategy
(INF+RC in Fig. 4.2c) slightly outweighed that of the hybrid strategy. On average,
the hybrid strategy model had the largest likelihood in the prediction of choice be-
haviors (Fig. 4.2c). Some studies showed improved model fitting by addition of the
value-forgetting process [3, 175, 176]. To examine this, I also compared the normalized
likelihood between hybrid strategies with or without the forgetting process. Removal
of forgetting decreased the model accuracy (Hyb + no forget in Fig. 4.2c).
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To verify whether the selected model behaves similarly to actual mice, I simulated
baseline sessions using the hybrid strategy model and calculated stay probabilities. For
each session, free parameter values were estimated, and baseline sessions were simulated
using the estimated value and the same number of trials. The mean of parameter values
across subjects is listed in Table 4.3. Simulated stay probability looked similar to the
actual behavioral data (Fig. 4.2b for actual behavior and Fig. 4.2d for simulated
behavior). These results suggest that mice were likely to perform two-step tasks using
both model-free and model-based decision making.
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Figure 4.2: Behaviors in baseline sessions. a: The representative session. In the
top panel, the history of first-step choices is shown. Red/blue dots indicate rewarded
free-choice trials after choosing left/right, and red/blue crosses indicate non-rewarded
free-choice trials after left/right choice. The black line indicates the exponential moving
average of the left choice. In the bottom figure, red/blue lines indicate the reward
probabilities of the second-step states commonly led by left/right choice. b: Stay
probabilities after the four combinations of outcome and transition in a previous trial
(n = 6 mice). c: The accuracy of each model in each mouse (n = 6 mice). Black
dots indicate the averaged likelihood for each mouse, and red dots indicate the highest
likelihood of each mouse. The height of blue bars and the values inside the bars
indicate the mean across mice. d: Stay probabilities in sessions simulated by the
model-free/mode-based hybrid model. Error bars represent SEM in all the graphs.
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Table 4.3: MAP estimate values in the hybrid model in baseline sessions.

Parameter Mean ± s.d
α 0.336 ± 0.111
f 0.448 ± 0.0653
λ 0.481 ± 0.0759
βmf 1.688 ± 0.580
βmb 3.645 ± 0.770
P 0.482 ± 0.251
B 0.0944 ± 0.129

4.3.2 Predicted effect of disrupted model-based decision mak-
ing on choice behaviors

Previous studies have proposed that 5-HT controls the weight of model-based decision
making to guide actions [137, 201]. Therefore, I predicted that DRN 5-HT photoin-
hibition would decrease the weight of model-based decision making. To examine how
the expected effect of photoinhibition changes choice behaviors in the task, I simu-
lated photoinhibition sessions with βmb set to 0 in inhibition trials. Disrupted model-
based decision making significantly changed stay probabilities except after common
non-rewarded trials (Fig. 4.3a). Remarkably, the stay probability after rare rewarded
trials was significantly increased in the simulated photoinhibition trials, and choice
behaviors became independent of the type of transitions. In addition, other studies
showed that 5-HT regulates value learning processes in dynamic environments [69, 85].
Therefore, another possible effect of optogenetic inhibition is that DRN 5-HT inhibi-
tion affects value learning and/or forgetting processes and changes choice behaviors.
To examine the effect of changed value update processes, I simulated photoinhibition
sessions with the learning rate (α) or forgetting rate (f) set to very small or large values
(Fig. 4.3b for learning rate and c for forgetting rate). A smaller learning or forgetting
rate significantly increased the stay probability, similarly to disrupted model-based
decision making, although the effect seems much smaller.
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Figure 4.3: Stay probabilities in simulated photoinhibition testing sessions.
a: βmb set to 0 in inhibition trials. Black lines indicate stay probabilities from each
simulated mouse subject. Blue and yellow bars indicate the mean across the simulated
subjects in no-inhibition and inhibition trials, respectively. ** indicates p < 0.01. n.s.
indicates no significance (p > 0.05) by paired t-test. b: α set to very small (0.01) or
large (0.99) values in inhibition trials. Black lines indicate stay probabilities from each
simulated mouse subject. Blue and yellow bars indicate the mean across the simulated
subjects in no-inhibition and inhibition trials, respectively. ** indicates p < 0.01. n.s.
indicates no significance (p > 0.05) by paired t-test. c: f set to very small (0.01) or
large (0.99) values in inhibition trials. Black lines indicate stay probabilities from each
simulated mouse subject. Blue and yellow bars indicate the mean across the simulated
subjects in no-inhibition and inhibition trials, respectively. ** indicates p < 0.01. n.s.
indicates no significance (p > 0.05) by paired t-test. Error bars represent the SEM.
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4.3.3 Photoinhibition and histological confirmation of optic probes

To examine how DRN 5-HT neurons are causally involved in model-based decision
making, DRN 5-HT neural activities were silenced using photostimulation in Tph2-
ArchT bi-transgenic mice during the two-step task. I trained 7 Tph2-ArchT (referred
to as ArchT mice) and 3 Tph2-tTA mice (referred to as control mice) to perform the
two-step task and then implanted optic probes above their DRNs (Fig. 4.4a, see section
4.2.1 for the detail of histological experiment procedure). During testing sessions, either
blue- or yellow-light stimulation was continuously applied from the outcome delivery
of a trial to the first-step choice in the next trial to inhibit or not inhibit DRN 5-HT
neural activities (Fig. 4.4b, see section 4.2.1 for details of the photoinhibition protocol).

Figure 4.4: The implantation site of optic probes in ArchT mice and pho-
toinhibition protocol. a: The left image shows representative ArchT expression in
ArchT mice. The right panel shows the implantation site of optic probes on coronal
views of the mouse brain (adapted from [64]). Blue rectangles indicate the tracks of the
implanted optic probes. Red filled areas indicate DRN. b: Timing of optic stimulation
in a trial.

4.3.4 The effect of photoinhibition of DRN 5-HT neurons on
first-step choice behaviors

Photoinhibition testing sessions: One session was performed per day for three
weeks. In total, 16-18 sessions were performed with each mouse. ArchT expression
was confirmed after repeated long-term stimulation, suggesting that the stimulation
protocol did not cause discernible damage to 5-HT neurons. 122 behavioral sessions
from ArchT mice and 53 sessions from control mice were used for analysis. Detailed
information of photoinhibition testing sessions is given in Table 4.4.

Table 4.4: Summary of the photoinhibition testing session data.

# mice # sessions
# free-choice

trials
# forced-choice

trials # blocks/session # trials/block

ArchT 7 122
blue 36558
yellow 5724

blue 9135
yellow 4959 13.7 32.2

Control 3 53
blue 16052
yellow 2436

blue 3915
yellow 2244 14.2 31.2

In the column of # free-choice trials and # forced-choice trials, the number of each
type of trial followed by blue/yellow light stimulation is listed.
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Stay probability analysis: To capture characteristics of choice behaviors, I calcu-
lated the stay probabilities. Because a previous study showed that acute activation and
chronic activation (15-min activation for three weeks) of DRN 5-HT neurons displayed
the opposite behavioral effect [32], to examine whether the photostimulation effect is
time-dependent, stay probability for each testing week was calculated. Stay probabil-
ity after rare rewarded trials consistently decreased throughout testing weeks in the
present results (Fig. 4.5 ArchT mice). This tendency was also found in the simulation
above, after the disruption model-based decision making or decrease in learning or for-
getting rates. Therefore, these results indicate that DRN 5-HT photoinhibition may
reduce the feature of model-based decision making. However, in an analysis of stay
probability after rare rewarded trials with two-way repeated measures ANOVA, there
were no significant main effects of light (two levels within-subject factors; yellow and
blue, F (1,6)=3.1, P=0.13) and testing week (three levels within-subject factors; week
1, week 2, week 3, F (2,12)=1.2, P=0.34).

Figure 4.5: DRN 5-HT neurons reduced the feature of model-based decision
making in stay probabilities. Stay probabilities of ArchT and control mice (n =
7 ArchT and 3 control mice) in each testing week. Heights of blue and orange bars
indicate the means under blue- and yellow-light stimulation. Error bars represent the
SEM in all graphs.
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4.3.5 The effect of DRN 5-HT photoinhibition on the decision-
making process in the two-step task

Evaluation of RL models in photoinhibition sessions

To quantitatively examine the effect of photoinhibition on the computational process of
decision making, first-step choice behaviors were analyzed using RL models. RL Models
were evaluated by week of testing sessions. In all testing weeks, the hybrid model had
the highest mean accuracy in predicting choice behaviors (Fig. 4.6). Therefore, the
model-free/model-based hybrid model was fitted to behavioral data in later sections.

Figure 4.6: Accuracy of RL models in photoinhibition testing sessions. Model
accuracy during each testing week of photoinhibition sessions (n = 7 ArchT and 3
control mice). Heights of blue bars and values inside the bars indicate means among
mice. The red dots indicate the highest likelihood of each mouse.

Fitting of model-free/model-based hybrid model to photoinhibition sessions

The hybrid model was fitted session by session, and parameter values were estimated by
MAP estimate. The median across sessions was calculated for each week at each mouse.
As in the predicted effect of photoinhibition, here, I describe the effect of photoinhi-
bition on the weight of model-based decision making, the balance between model-free
and model-based strategy, learning rate, and forgetting rate. Other parameters did not
show a remarkable photoinhibition effect.

The weight of model-based strategies: To examine whether DRN 5-HT neurons
control the use of model-based decision making, I analyzed the photoinhibition effect
on βmb, the weight of model-based decision making (Fig. 4.7a). In ArchT, βmb was
consistently reduced throughout testing weeks. In analysis of ArchT mice data with
two-way repeated measures ANOVA, there were significant main effects of light (two
levels within-subject factors; yellow and blue, F (1,6) = 10.1, P = 0.019) and testing
week (three levels within-subject factors; week 1, week 2, week 3, F (2,12) = 18.5, P
= 0.00022). However, there was no significant main effect of interaction (light x week,
F (2,12) = 1.32, P = 0.30). On the other hand, in control mice, there was no significant
main effect on light (F (1,2) = 0.45, P = 0.57).

The balance between model-free and model-based decision making: To exam-
ine whether photoinhibition affected the balance between model-free and model-based
decision making, I calculated the angle between data points and βmf axis in the space
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of weight parameters(Definition given in the right graph in Fig. 4.7a). An angle larger
than 45° indicates greater reliance on model-based over model-free decision making
and vice versa. In ArchT, angle was consistently decreased in photoinhibition trials
throughout testing weeks (Fig. 4.7b). In the analysis of ArchT mice data with two-
way repeated measures ANOVA, there was significant main effect of light (two levels
within-subject factors; yellow and blue, F (1,6) = 8.02, P = 0.030), but no significant
main effect of testing week (three levels within-subject factors; week 1, week 2, week
3, F (2,12) = 1.91, P = 0.19). There was no significant main effect of interaction (light
x week, F (2,12) = 17.8, P = 0.66). On the other hand, in control mice, there was
no significant main effect on light (F (1,2) = 1.76, P = 0.32). Analysis of the weight
of model-based decision making suggests that photoinhibition of DRN 5-HT neurons
reduced the weight on model-based decision making and shifted the balance toward
model-free decision making.
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Figure 4.7: The effect of DRN 5-HT photoinhibition on the weight of model-
based decision making. a: The weights of model-free (βmf ) and model-based (βmb)
decision making in ArchT mice (n = 7 ArchT mice) at each testing week. Blue and
yellow open circles indicate data of individual ArchT mice. Blue and orange crosses
indicate the mean across subjects. b: The balance between model-free and model-
based decision making in ArchT and control mice (n = 7 ArchT and 3 control mice).
The balance of the two systems is represented by the angle between line to the data
and βmf axis in the weight space in Fig. 4.7a. Heights of blue and orange bars indicate
the mean across mice in blue and yellow light stimulation, respectively. Black dots
indicate the estimated value of individual subjects. Dashed lines indicate 45° at which
model-free and model-based decision making are equally used to guide actions. Error
bars represent the SEM in all bar graphs.
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Learning rate: The simulation suggests that the change in value update processes
also affects choice behaviors. Therefore, I first examined the effect of photoinhibition
on learning rate using two-way repeated measures ANOVA (Fig. 4.8a). In ArchT mice,
there were no significant main effects of light (two levels within-subject factors; yellow
and blue, F (1,6) = 2.68, P = 0.15) and testing week (three levels within-subject factors;
week 1, week 2, and week 3, F (2,12) = 2.33, P = 0.14). In control mice, although
there was a significant main effect of testing week (F (2,4) = 20.13, P = 0.0082), there
was no significant main effect of light (F (1,2) = 0.341, P = 0.618) and no significant
effect of interaction (light x week, F (2,4) = 0.579, P = 0.60). These results suggest
that photoinhibition did not affect learning rate.
Forgetting rate: Lastly, I analyzed the photoinhibition effect on forgetting rate with
two-way repeated measures ANOVA (Fig. 4.8b). In ArchT mice, there were no signif-
icant main effects of light (two levels within-subject factors; yellow and blue, F (1,6) =
0.052, P = 0.83) and testing week (three levels within-subject factors; week 1, week 2,
and week 3, F (2,12) = 2.92, P = 0.093). There was also no effect on interaction (light
x week, F (2,4) = 0.85, P = 0.49). In control mice, although there was a significant
main effect of testing week (F (2,4) = 8.28, P = 0.038), there was no significant main
effect of light (F (1,2) = 1.35, P = 0.37) and no significant effect of interaction (light
x week, F (2,4) = 0.85, P = 0.49). These results suggest that photoinhibition did not
affect forgetting rate.
Taken together, RL model analysis shows that DRN 5-HT inhibition reduced reliance
on model-based decision making to guide actions.
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Figure 4.8: The effect of DRN 5-HT photoinhibition on value learn-
ing/forgetting. a: Estimated value of the learning rate in ArchT and control mice
(n = 7 ArchT and 3 control mice) at each testing week. Heights of blue and orange
bars indicate the mean across mice under blue-light and yellow-light stimulation, re-
spectively. b: Estimated value of the forgetting rate in ArchT and control mice (n =
7 ArchT and 3 control mice) at each testing week. Heights of blue and orange bars
indicate the mean across mice in blue- and yellow-light stimulation, respectively. Error
bars represent the SEM in all graphs.
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Simulation of photoinhibition sessions using estimated parameter values

In order to confirm whether parameter values estimated from behavioral sessions data
can reproduce choice behaviors similar to actual behaviors, I simulated photoinhibition
sessions using estimated parameter values. Overall, simulated stay probabilities look
similar to actual choice behaviors. Stay probability after rare rewarded trials largely
tended to decrease in photoinhibition trials, although the change in simulated behaviors
was not as obvious as actual behaviors.

Figure 4.9: Simulation of photoinhibition sessions using estimated parame-
ter values. Stay probabilities of simulated sessions using estimated parameters from
ArchT mice in each testing week. Heights of blue and orange bars indicate the means
under blue- and yellow-light stimulation. Error bars represent the SEM in all graphs.

4.3.6 The effect of photoinhibition of DRN 5-HT neurons on
response time

To further examine the effect of photoinhibition on behavior, I measured response time
at different states in a trial: latency to initiate a free-choice trial and the time to make
a first-step choice.
The latency to initiate a free-choice trial: The speed of action is latent variable
for decision making and could reflect the value of the current state [104, 190]. In order
to examine how much mice were motivated to start a trial and how this motivation is
affected by photoinhibition, the duration from entry to the initial state (illumination of
the center port) to a nose poke in the center port was measured. Yellow-light stimula-
tion increased the latency to initiate a trial in ArchT mice across weeks (Fig. 4.10a). I
analyzed the response time using two-way repeated measures ANOVA. In ArchT mice,
there were significant main effects of light (two levels within-subject factors; yellow
and blue, F (1,6) = 29.29, P = 0.0016) but no significant effect on time (three levels
within-subject factors; week 1, week 2, and week 3, F (2,12) = 6.10, P = 0.015) and
interaction (light x week, F (2,12) = 1.08, P = 0.37). In control mice, there were no
significant main effects on light (F (1,2) = 11.18, P = 0.079) and time (F (2,4) = 6.39,
P = 0.057), and the effect of interaction was not significant neither (F (2,4) = 0.46, P
= 0.66).
The time to make a first-step choice: One important feature of model-based deci-
sion making is that model-based planning requires mental simulation to make decisions
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[151]. Therefore, I predicted that if inhibition of DRN 5-HT disrupted model-based
decision making, the inhibition reduced deliberative process and reduced the time to
make decisions. To examine this, I measured the time to make a first-step choice, the
duration from trial initiation by nose poke to the center port to a first-step choice by
a nose poke in left or right port. Yellow-light stimulation decreased the latency to
initiate a trial in ArchT mice across weeks (Fig. 4.10b). I analyzed the response time
using two-way repeated measures ANOVA. In ArchT mice, there were significant main
effects on light (two levels within-subject factors; yellow and blue, F (1,6) = 23.47,
P = 0.0029) and time (three levels within-subject factors; week 1, week 2, and week
3, F (2,12) = 26.14, P = 0.0000042). However, the effect on interaction was not sig-
nificant. In control mice, there was significant main effect on time (F (2,4) = 5.90,
P = 0.064), but no significant main effect on light (F (1,2) = 2.7, P = 0.24) and on
interaction (F (2,4) = 2.70, P = 0.181).
These results indicate the opposite effect of DRN 5-HT photoinhibition on response
time to choose and initiate a trial. The DRN 5-HT photoinhibition increased the time
to initiate a trial, while inhibition promoted quicker decisions.
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Figure 4.10: DRN 5-HT photoinhibition affected response times. a: The left
drawing shows the definition of latency to initiate a trial. The right graphs indicate
latency to initiate a trial in ArchT and control mice (n = 7 ArchT and 3 control mice)
in each testing week. Heights of blue and orange bars indicate the mean across mice.
b: The left drawing shows the definition of the time to make a first-step choice. Right-
hand graphs indicate the time to make a first-step choice in ArchT and control mice
(n = 7 ArchT and 3 control mice) in each testing week. Heights of blue and orange
bars indicate the mean across mice in blue and yellow light stimulation, respectively.
Error bars represent the SEM in all graphs.
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4.4 Discussion

In this study, I examined the role of DRN 5-HT neurons in model-based decision
making using a mouse behavioral task. I first showed that mice were most likely to
use both model-free and model-based decision making. Based on the hypothesis that
DRN 5-HT neurons control the weight of model-based decision making, I simulated the
predicted effect of DRN 5-HT photoinhibition on choice behaviors. I then examined
whether inhibition of DRN 5-HT neural activities affects behaviors related to first-step
choice. The photoinhibition effect was partly consistent with the predicted effect in
that stay probability after rare rewarded trials, which is indicative of model-based de-
cision making, was increased. To quantitatively describe which computational process
was affected by DRN 5-HT photoininhibition, I fitted the model-free/model-based RL
model to behavioral data. The RL model analysis revealed that DRN 5-HT photoin-
hibition specifically affected the weight of model-based decision making. Lastly. I also
examined how DRN 5-HT photoinhibition changed response time. Particularly, de-
creased time to make a decision possibly reflects the reduction of model-based decision
making, as explained later in this section.

The two-step decision making task was initially developed for human subjects and
has been used to examine how the brain arbitrates between model-free and model-
based decision making [42]. Recently the task was also adapted for rodents, mainly in
rats [68, 74, 119], but studies in mice are still limited [3]. In the present study, model
evaluation showed that the model-free/model-based hybrid model could predict mouse
choices the most accurately. However, improvement in model accuracy by the hybrid
model from the model-based decision making model was relatively small, suggesting
that mice largely rely on model-based decision making. This result is possibly due to
the task structure. The two-step task in the present study included not only free-choice
trials, but also forced-choice trials. These trials forced mice to sample information of
action-state transitions. This might cause them to use the internal state transition.

Another point is that in 2 out of 6 mice, the inference model had the largest like-
lihood, as a recent previous study using the same configuration of two-step task sug-
gested [17]. The former study reported that the inference model better fitted mouse
behaviors than the hybrid model without forgetting. However, I also found that the
hybrid RL model fit better than the inference model by adding the forgetting term.
Although those two models describe computationally different processes, they are sim-
ilar in that the agents update values of the first-step action that was not selected and
the second-step state unattained. In the hybrid RL model, the value-forgetting process
leads agents to update those values. On the other hand, the inference model updates
them by using an anti-correlated structure of reward probabilities. As mentioned in
the previous study, it is hard to dissociate these two decision making processes [2].
Therefore, it is important to find possible behavioral markers to dissociate them. Be-
cause in both strategies, subjects use the knowledge of state transition, it is difficult to
dissociate them with stay probability analysis. The next important step to find a way
to dissociate them is simulating behaviors of inference and model-based agents to find
differences in their choice patterns.

The analysis with the hybrid RL model found that DRN 5-HT photoinhibition
decreased the weight of model-based decision making. I also found that the balance
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between model-free and model-based decision making was shifted toward model-free
decision making by DRN 5-HT photoinhibition. This result was also consistent with
previous studies in humans and mice [137, 187, 201]. In the human studies, they sys-
temically reduced 5-HT level and examined the effect on choice behaviors in a two-step
decision making task. By using rodents, the present study specifically examined DRN
5-HT neurons to identify more detailed neural substrates. With similar motivation, a
recent study using a mouse reward devaluation task showed that DRN 5-HT inhibition
increased habitual responses even after reward devaluation. However, the reward de-
valuation task has difficulty understanding detailed computational processes affected
by DRN 5-HT inhibition. Increased habitual responses can be explained by increased
use of model-free decision-making or by disrupted model-based decision making. In
the present study, by using an RL model, I found that DRN 5-HT neurons specifically
disrupted model-based decision making, but did not affect model-free decision making.
The present study revealed a more detailed computational role of DRN 5-HT neurons.

I also found that DRN 5-HT photoinhibition affected response times. DRN pho-
toinhibition increased the time to initiate a trial, while inhibition promoted a faster
response in making the first-step decision. A possible reason for the change in response
times is that photoinhibition affected the computational processes to guide actions. A
previous electrophysiological study showed that background tonic modulation of DRN
5-HT neurons signals the state value of appetitive and aversive blocks of a Pavlovian
conditioning task [29]. State values modulate the response vigor of actions [190]. In
this study, photoinhibition of DRN 5-HT neurons may decrease the initial state value,
resulting in longer latency to start a trial by photoinhibition.

On the other hand, inhibition decreased the time to make a first-step choice. Faster
decisions might reflect decreased weight on model-based decision making. Model-based
decision making requires calculating action values based on internal models, which is
computationally expensive and is called a deliberative process [151]. On the other
hand, model-free decision making does not entail so great a computational cost. A
previous study using spatial navigation task showed that rats using place strategy dis-
played more vicarious trial-and-error, suggesting model-based strategy is underlying
deliberative processes [66]. Another rat study showed that the deliberative process of
model-based decision making could be observed as vicarious trial and error, such as
pausing or head-turning at the point where decisions are needed [74]. The effect of
photoinhibition on decision time may indicate that mice decided the first-step choice
with less deliberation under photoinhibition. One alternative explanation is that de-
creased decision time reflects increased locomotor activity resulting from decreased
5-HT neural activity. Consistent with this explanation, previous studies showed that
DRN 5-HT neural activity negatively controlled locomotion activity in an open-field
test [32, 137, 164]. However, one study also showed that locomotion while mice were
performing reward-driven motivated behaviors was not affected by optogenetic activa-
tion of DRN 5-HT neurons, suggesting that the role of DRN 5-HT neurons in locomo-
tion is context-dependent [32]. In a two-step decision-making task, mice made decisions
under motivation to obtain a reward, so the explanation that reduced decision time
reflects increased locomotion speed is unlikely. A future experiment inhibiting DRN
5-HT neural activity before free-choice trials and forced-choice trials and comparing
the effect on response time might allow us to clarify whether the change in locomotor
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activity causes the decrease in decision time. Furthermore, based on control mouse
data, it remains possible that yellow-light stimulation itself biases response time. It is
necessary to examine this point by collecting more data from control mice. Contrary
to the present study, another study using a probabilistic choice task did not show an
optogenetic effect on decision time [63]. A possible reason for this discrepancy is the
difference in decision-making systems to solve the tasks. A computational study mod-
eling choice behaviors of Fonseca et al. [63] showed that mouse choice behaviors can be
explained by a strategy which uses either win-stay lose-shift and model-free decision
making, depending on how much time is spent to initiate the next trial [85]. This
computational work suggests that the underlying decision-system Fonseca et al. [63] is
different from that in the present study, in which mice mainly relied on model-based
decision making. The role of DRN 5-HT neurons may be different in model-free and
model-based decision making.

DRN 5-HT neurons project to diverse brain regions, and behavioral functions are
complex. Which DRN 5-HT projections are responsible for value learning and ar-
bitration of two valuation systems? One possibility is regulation of DA release in
the striatum. Previous studies have examined the role of dopaminergic neurons from
model-based value update to arbitration between model-free and model-based decision
making (reviewed in [1]). DRN 5-HT neurons send projections to the VTA and control
the release of DA in the ventral striatum via co-released glutamate [191]. During a
task, DRN 5-HT-VTA projections may regulate DA release, affecting control of model-
based decision making. In order to examine whether interaction with DA neurons is
a possible mechanism to control model-based decision making, it will be the first step
to measure DA activity induction with our stimulation protocol using neurochemical
measurements such as in vivo microdialysis or optical imaging of DA biosensor signals.
DRN projections to frontal regions such as the OFC and mPFC are also possible neural
substrates. Previous studies in waiting tasks showed that model-based value estimates
are sent to the OFC and mPFC and lead to increased waiting by DRN 5-HT activation
[125]. In addition, lesioning the OFC decreased the weight of model-based decision
making in a rat study using a two-step task [119]. Other studies found markers of
model-based decision making in the OFC and other prefrontal regions [3, 54, 92, 185].
It is necessary to manipulate or monitor DRN 5-HT neural activities to specific brain
regions to understand neural substrates further.

In conclusion, the present study demonstrated that DRN 5-HT neurons control
reliance on model-based systems to select actions. These results showed that DRN
5-HT neurons specifically control the weight of model-based decision making, revealing
a detailed computational role of DRN 5-HT neurons in model-based computation.



Chapter 5

Conclusion and Future directions

5.1 Summary of findings
The aim of this thesis was to understand the role of DRN 5-HT neurons in reward-
based behaviors. Specifically, I examined two hypotheses on the role of 5-HT neurons
based on the RL framework in regard to behavior: 1. 5-HT controls the discount factor
and 2. 5-HT controls model-based decision making.

In the discount factor hypothesis, previous behavioral studies have consistently
shown that DRN 5-HT neural activities are causally related to waiting for delayed
rewards. To further examine whether DRN 5-HT neural activity controls enhancement
of actions for future rewards, I tested the effect of optogenetic activation and inhibition
of DRN 5-HT neurons on sustained motor actions for future rewards. The present
study revealed different regulation of DRN 5-HT neurons between persistent motor
actions and stationary waiting for future rewards. DRN 5-HT activation/inhibition
promotes/suppresses patience to wait bidirectionally, while the same manipulation did
not affect persistence to sustain activity but an effect on slowing down action vigor by
optogenetic activation.

For the hypothesis on model-based decision making, computational studies pro-
posed the involvement of DRN 5-HT neurons in facilitating model-based decision mak-
ing, but direct behavioral evidence has been limited. I trained mice to perform a two-
step decision making task and tested how optogenetic silencing of DRN 5-HT neurons
influenced the computational process of model-based decision making. By applying a
reinforcement learning model analysis of choice behaviors, I demonstrated that DRN
5-HT neurons regulate reliance on model-based systems in making a choice. These re-
sults revealed specific computational roles of 5-HT neurons in regulating model-based
computations.

In order to further understand the discount factor hypothesis, I first examined
the role of DRN 5-HT neurons in sustained motor actions. However, unexpectedly,
I found dissociation between sustained motor actions and stationary waiting. Such
results and other recent behavioral studies promote reconsideration of the hypothetical
role of DRN 5-HT neurons and proposed another hypothesis that DRN 5-HT neurons
promote model-based decision making. I examined this hypothesis and found consistent
behavioral results. My present study suggests possible roles of DRN 5-HT neurons in
model-based computation which can also explain the role of DRN 5-HT neurons in
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waiting behaviors. However, the question of whether the results of sustained motor
actions can be integrated to understand more comprehensively the role of the 5-HT
system remains open. A recent study showed that sustained motor action is regulated
by MRN 5-HT neurons, rather than those in the DRN [207]. Understanding how MRN
5-HT neurons interact with and modulate DRN 5-HT neurons during reward-based
behaviors is an important next step to capture a comprehensive view of the role of
5-HT neurons in reward-based adaptive behaviors.

5.2 Limitations of the present study

In the present study, I took advantage of the optogenetic technique to selectively stim-
ulate DRN 5-HT neural activity in a temporally precise manner. However, chronic
long-term stimulation may cause damage to cells or reduced efficacy of optogenetic
stimulation, especially for photoinhibition experiments [199]. It was reported that
long-term stimulation of ArchT reduced the hyperpolarizing photocurrent [113]. In
the present study, the duration of photostimulation was dependent on task perfor-
mance of mice, which varied trial by trial from less than 1 minute to about 10 minutes.
Therefore, it is possible that suppression efficacy was not constant during the experi-
ments. Future behavioral experiments will need to monitor DRN 5-HT neural activities
during behavioral tasks and will need to design a photostimulation protocol based on
observed neural activities in order to effectively stimulate them. Alternative way to
overcome the issues associated with ArchT is to use recently developed optogenetic
tools. For example, light-gated chloride channels such as GtACR1 or GtACR2 could
effectively inhibit neural activities with less light intensity and off-target effects, over-
coming the issues associated with ion-pump based tools including ArchT [106]. Several
other recent studies developed efficient optogenetic silencing tools for axon terminal
inhibition such as lamprey paraopsin [31] and mosquito-based rhodopsin [107]. Using
such tools would overcome decreased suppression efficacy and also enable to further
investigate detailed neural substrates of behaviors.

RL model analysis clarifies the effect of DRN 5-HT photoinhibition on the compu-
tational process of decision making, but further validation of possible models may lead
to a more precise understanding of the role of DRN 5-HT neurons in reward-driven
decision making. In the present study, I used a model-based RL algorithm which has
been commonly used in the literature. However, recent studies have proposed different
frameworks that may also capture planning and flexible behaviors in two-step tasks,
such as successor representation [156], meta-RL [192], and linear RL [140]. It is nec-
essary to evaluate whether these models can better capture mouse behaviors in the
two-step task.

5.3 Future directions

Sustained motor actions for future rewards: In the present study, different ef-
fects were observed in reward-based action sustainment between stationary waiting
and motor actions. The most important question is, "How are sustained motor actions
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regulated by the 5-HT system?" A previous study showed the importance of MRN 5-
HT projections to the ventral hippocampus in regulation of sustainment of motivated
behaviors [207]. Even within the DRN, there are multiple populations with distinct
projection targets, such as DRN 5-HT-OFC or -mPFC projections, with different be-
havioral roles [152, 194]. By expressing ChR2 or ArchT in neurons with projection
targets, it will be possible to test whether each 5-HT projection acts differently on
sustained motor actions for future rewards. Another important future study is how
sustained actions are regulated by DRN 5-HT neurons under the prediction of pun-
ishment or aversive stimuli. DRN 5-HT neurons encode not only reward, but also
punishment signals, as previous studies have suggested [29, 110]. Examining how be-
haviors are regulated differently by reward and punishment will reveal a more complete
picture of DRN 5-HT neurons in action sustainment for future outcomes.

Model-based decision making: An interesting future study is to address how task
structure affects the effect of DRN 5-HT manipulation. A previous study in the sta-
tionary waiting task suggested that reward timing uncertainty modulates the effect
of DRN 5-HT activation [124]. In the case of the two-step task, we can manipulate
transition probability, reward probability, or the fraction of forced-choice task. How
these changes affect choice behaviors and the effect of DRN 5-HT manipulation will
allow a more precise interpretation of how animals tune their behaviors based on task
structure and how 5-HT neurons are involved in the process. Also, whether DRN 5-HT
neurons are involved in learning an internal model of the action-outcome relationship
is an open research question.

Combination of neural manipulation with recording of neural activities: As
a general future direction of my study, combining neural manipulation with recording,
such as optical imaging or vivo electrophysiological recording, is desired. Thanks to the
viral technique, it is possible to record from neurons in a cell-type-specific or pathway-
specific manner. By injecting a viral vector containing calcium indicators such as
GCaMP under specific promoters for 5-HT neurons, we can monitor neural activities
of DRN 5-HT neurons during behavioral tasks. For the lever-pressing task, if there is
modulation of neural activities at specific time points, e.g. before the onset of lever-
press or just before abandoning a trial, I could design a photostimulation protocol to
examine the role of such neural activities in sustained motor actions. Also, by labeling
specific DRN 5-HT populations to a brain region, it is also possible to demonstrate
the behavioral role of different projections. For the two-step task, by combining RL
analysis of behaviors and functional recording experiments, neural correlates of latent
decision variables can be examined as in previous studies [3, 87, 88]. To understand
how DRN 5-HT neural activities functionally regulate model-based decision making,
optical imaging or electrophysiological recording of 5-HT neurons during the two-step
task will be necessary.

Toward understanding psychiatric disorders: Finally, the present study will also
lead to further understanding of neural substrates of behavioral abnormalities in neu-
ropsychiatric disorders. Sustained motor actions or effort expenditure for future re-
wards is an important behavioral characteristic of motivated behaviors. Disruption of
such a cognitive process might be related to apathetic symptoms observed in multiple
psychiatric disorders [9]. Also, disruption of model-based RL systems has been exam-
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ined in patients with psychiatric disorders such as affective disorders [77], schizophrenia
[38], and obsessive-compulsive disorders [186], as well as in healthy subjects under stress
[33, 138]. Understanding neurochemical regulation of model-based decision making will
lead us to better understand how disruption of model-based behavioral control occurs
in psychiatric disorders.
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