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Various subtypes of inhibitory interneurons contact one another to organize cortical networks. Most cortical inhibitory interneurons
express 1 of 3 genes: parvalbumin (PV), somatostatin (SOM), or vasoactive intestinal polypeptide (VIP). This diversity of inhibition allows
the flexible regulation of neuronal responses within and between cortical areas. However, the exact roles of these interneuron subtypes
and of excitatory pyramidal (Pyr) neurons in regulating neuronal network activity and establishing perception (via interactions between
feedforward sensory and feedback attentional signals) remain largely unknown. To explore the regulatory roles of distinct neuronal
types in cortical computation, we developed a computational microcircuit model with biologically plausible visual cortex layers 2/3
that combined Pyr neurons and the 3 inhibitory interneuron subtypes to generate network activity. In simulations with our model,
inhibitory signals from PV and SOM neurons preferentially induced neuronal firing at gamma (30-80 Hz) and beta (20-30 Hz) frequencies,
respectively, in agreement with observed physiological results. Furthermore, our model indicated that rapid inhibition from VIP to SOM
subtypes underlies marked attentional modulation for low-gamma frequency (30-50 Hz) in Pyr neuron responses. Our results suggest

the distinct but cooperative roles of inhibitory interneuron subtypes in the establishment of visual perception.
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Introduction
In cortical microcircuits of the primary visual area (V1), inter-
actions between feedforward visual inputs—projected from the
retina—and feedback attentional signals are fundamental for
establishing perception and for understanding the external world.
One of the most critical neural circuits for receiving and inte-
grating signals exists in the superficial layers (2 and 3) and con-
sists of excitatory pyramidal (Pyr) neurons and distinct subtypes
of inhibitory interneurons expressing 1 of 3 genes: parvalbu-
min (PV), somatostatin (SOM), or vasoactive intestinal polypep-
tide (VIP) (Zhang et al. 2014; Neske et al. 2015; Mardinly et al.
2016; Cardin 2018). Interactions among these neuronal popula-
tions regulate and modulate not only neural activity but also the
oscillatory rhythms of neuronal networks. However, the detailed
roles of these interneuron subtypes for processing feedforward
inputs (representing visual stimuli) and feedback signals (medi-
ating selective attention) and for establishing visual perception
remain largely unknown. A clarification of the microcircuit struc-
ture based on Pyr neurons and these 3 interneuron subtypes will
provide important insights into the mechanisms of oscillatory
activity generation in the V1.

Analyses of neuronal dynamics and synchronized activity
can provide insights into the cortical mechanisms of sensory

processing and perception (Aertsen and Arndt 1993; Pillow et al.
2008; Martin and von der Heydt 2015; Yatsenko et al. 2015). Neu-
ronal populations in a range of cortical areas are synchronized;
oscillations involve multiple timescales to facilitate sensory
processing and perform attentional modulation (Uhlhaas and
Singer 2010; Cardin 2018). Visual attention to a target stim-
ulus relevant to the experimental task improves behavioral
performance measures (such as reaction time and accuracy) in
animals and enhances the amplitude of neuronal oscillations in a
specific frequency range, which implies that selective frequency
modulation underlies the establishment of perception by
rendering relevant input and neuronal communication effective
(Womelsdorf et al. 2006; Bosman et al. 2012; Rohenkohl et al. 2018).
Notably, physiological studies have demonstrated that distinct
subtypes of local inhibitory interneurons exert differential and
coordinated regulation of rhythmic activity in the cortex (Chen
et al. 2017; Veit et al. 2017; Jang et al. 2020). A computational and
theoretical model approach can be used to investigate the detailed
structure of neuronal microcircuits that drive the physiologically
observed functions of inhibitory interneuron subtypes.
Computational models and simulations are powerful tools for
studying the complex structures and networks of cortical micro-
circuits which are organized by interactions among various types
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of neurons. For example, neural network models that include dif-
ferent types of neural connections—such as feedforward, recur-
rent, horizontal, and feedback connections—have elucidated the
mechanisms and functions of fast oscillatory activity in layers 2/3
of the V1 (Jia et al. 2013; Han, Shapley, et al. 2021a). Furthermore,
the structures of cortical microcircuits—including a variety of
neuronal classes—have been theoretically and computationally
investigated to aid our understanding of the neural mechanisms
of sensory processing (Lee et al. 2017, 2018; Lee and Mihalas
2017; Wilmes and Clopath 2019); these models were developed by
integrating physiological knowledge about the various classes and
subtypes of neurons in the cortex (Pfeffer et al. 2013; Zhang et al.
2014; Neske et al. 2015; Mardinly et al. 2016). Another computa-
tional study numerically demonstrated the contribution of a long-
tailed distribution of synaptic strengths in recurrent connections
between excitatory Pyr neurons to the generation of stochastic
resonance and noisy internal brain states (Teramae et al. 2012;
Nobukawa, Nishimura, et al. 2021a; Nobukawa, Wagatsuma, et al.
2021b). Analyses of such a model based on the integration of
recent physiological and computational research may provide
valuable insights into the mechanisms of complex interactions
between feedforward sensory inputs and feedback attentional
signals within the cortical microcircuit.

In the present study, we integrated much of the current knowl-
edge on cortical microcircuitry to develop a network model with a
biologically plausible structure of layers 2/3 in the V1; the model
consisted of excitatory Pyr neurons and the 3 subtypes (PV, SOM,
and VIP) of inhibitory interneurons (Fig. 1(a)). This microcircuit
model represented the functional unit of layers 2/3 in the V1 when
processing a specific visual feature projected onto its receptive
field, which is similar to a previous computational study (Potjans
and Diesmann 2014). These neuronal populations cooperate and
interact with one another to process feedforward inputs (repre-
senting visual stimuli) and feedback signals (mediating selective
attention) and to regulate synchronized oscillatory activation. In
our microcircuit model, Pyr neurons were recurrently connected
based on a long-tailed distribution in their synaptic weights (Song
et al. 2005; Lefort et al. 2009; Teramae et al. 2012; Nobukawa,
Nishimura, et al. 2021a; Nobukawa, Wagatsuma, et al. 2021b).
PV interneurons are the largest inhibitory population and mainly
inhibit themselves and Pyr neurons. SOM interneurons transmit
signals to all other neuronal populations. VIP interneurons sup-
press the responses of SOM neurons and are activated by feedback
signals mediating selective attention. Simulations of our proposed
model suggested that selective attention induces gamma activ-
ity modulations; this is in agreement with physiological reports
from the monkey visual cortex (Womelsdorf et al. 2006; Bosman
et al. 2012). Of note, simulations of our model implied that the
activation of PV and SOM neurons contributes to the preferential
generation of gamma and beta oscillations, respectively, in the
cortical microcircuit. Again, this is in agreement with observed
physiological results (Chen et al. 2017; Veit et al. 2017). Addi-
tionally, our model predicted that rapid and marked inhibitory
transmission from VIP to SOM neurons is key for the attentional
modulation of activity in layers 2/3 of the V1. These findings
were obtained from simulations of the microcircuit model while
various inputs and synaptic weights and delays were applied. Our
results suggest that distinct subtypes of inhibitory interneurons
have different roles in the regulation and modulation of neu-
ronal activity for visual perception. Our microcircuit model also
suggests the possible structure of a functional unit of layers 2/3
in the V1 for the integration of different neural signals and the
establishment of visual perception.

Materials and methods
Architecture of the proposed model

Our microcircuit model consisted of excitatory Pyr neurons and
3 subtypes of inhibitory interneurons—PV, SOM, and VIP—with a
biologically plausible cortical structure and network that mim-
icked layers 2/3 of the V1. The architecture of the proposed micro-
circuit model, which represented the fundamental unit of the
visual cortex, is illustrated in Fig. 1(a). The arrows in Fig. 1(a) rep-
resent neuronal connections; the triangular and circular arrow-
heads indicate excitatory and inhibitory connections, respectively.

The total number of neurons and the connection probabilities
in the proposed microcircuit were based on previous compu-
tational studies of the laminar structure of the visual cortex
(Wagatsuma et al. 2011; Wagatsuma et al. 2013; Potjans and
Diesmann 2014). The details of the parameters for the network
are listed in Table 1. However, because of computational resource
and cost limitations, we used a reduced number of model neu-
rons compared with previous studies. The full network of our
model, representing layers 2/3 in the V1, comprised around 2,650
integrate-and-fire neurons (2,068 Pyr, 268 PV, 175 SOM, and 140
VIP neurons) and around 900,000 synapses. The relative num-
bers of each neuron subtype were based on data derived from
physiological experiments (Rudy et al. 2011; Pfeffer et al. 2013)
and a computational model (Lee et al. 2017). For the detailed
methods used to determine the population sizes for each neuron
class and subtype, see Lee et al. (2017). The neuronal microcircuit
that consisted of these local neuron populations represented a
functional unit in the V1. For simplicity, we did not consider the
spatial locations of these model neurons (Potjans and Diesmann
2014).

The connectivity from excitatory Pyr neurons to the 3
inhibitory interneuron subtypes was set to be similar to the
superficial-layer structure of a previous network model (Lee
et al. 2017). In this earlier model, the 3 inhibitory interneuron
subtypes were equally connected to the Pyr neurons, which
meant that the number of synaptic connections from Pyr neurons
was determined by the size of the postsynaptic neuron subtype
(Potjans and Diesmann 2014; Lee et al. 2017).

We thus connected the 3 inhibitory neuron subtypes to Pyr neu-
rons using the methods of this previous model (Lee et al. 2017). We
computed the total number of synapses from inhibitory interneu-
rons to Pyr neurons; these were divided into 3 populations using
the connection probabilities reported in Pfeffer et al. (2013) as
weighting factors (Table 1). In our model, excitatory Pyr neurons
mainly received inhibitory inputs from PV and SOM neurons. In
the same way, we introduced recurrent connections among the
3 inhibitory neuron populations (Table 1). Figure 1a shows the
cell-subtype-specific inhibitory connections of our model. This
connectivity was adapted from earlier circuit diagrams that were
based on physiological and computational studies (Pfeffer et al.
2013; Lee et al. 2017, 2018).

Physiological studies have reported that the distribution of
excitatory postsynaptic potential (EPSP) amplitude between
cortical Pyr neurons were well fitted to the log-normal distri-
bution, which shaped the Gaussian distribution when plotted
on a log scaled x-axis (Song et al. 2005; Lefort et al. 2009).
In our model, the strengths of the synaptic conductance
between excitatory Pyr neurons were distributed according
to a long-tailed, log-normal distribution (Teramae et al. 2012;
Nobukawa, Nishimura, et al. 2021a; Nobukawa, Wagatsuma,
et al. 2021b). By contrast, the strengths of synaptic conduc-
tance for excitatory-to-inhibitory, inhibitory-to-excitatory, and
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Fig. 1. Architecture of the proposed microcircuit model for cortical layers 2/3 of the V1. a) The microcircuit model consisted of excitatory Pyr neurons and
3 subtypes (PV, SOM, and VIP) of inhibitory interneurons. The triangle, circle, pentagon, and teardrop shapes represent the Pyr, PV, SOM, and VIP neuronal
populations, respectively. The neurons used in the construction of the microcircuit are pictured as integrate-and-fire neurons. Arrows with triangular and
circular heads represent excitatory and inhibitory synaptic connections, respectively. Excitatory synaptic connections within this cortical microcircuit
network and feedforward inputs (visual stimuli) are driven by AMPA receptors, whereas feedback signals (selective attention) rely on NMDA receptors
(Wagatsuma et al. 2016, 2021). Excitatory synaptic weights between Pyr neurons were distributed according to a log-normal distribution (Song et al. 2005;
Lefort et al. 2009; Teramae et al. 2012). By contrast, the synaptic weights for excitatory-to-inhibitory, inhibitory-to-excitatory, and inhibitory-to-inhibitory
connections obeyed a Gaussian distribution. Details of the distributions of synaptic weights are shown in panels (b) and (c). b) Distribution of synaptic
weights between excitatory Pyr neurons. Each excitatory Pyr neuron had a log-normal amplitude distribution of EPSPs. Note that the x-axis of the main
plot is on a log scale. The inset graph is a normal plot of the same distribution. c) Example distribution of synaptic weights for excitatory-to-inhibitory
neurons (from Pyr to PV neurons). In our model, the synaptic weights for excitatory-to-inhibitory, inhibitory-to-excitatory, and inhibitory-to-inhibitory
connections obeyed Gaussian distributions.

Table 1. Parameters for the network architecture of our microcircuit model.

The number of neurons

Pyr PV SOM VIP
2068 268 175 140

Connection probabilities between neuron classes
Excitatory-to-Excitatory
0.1009

Inhibitory-to-Inhibitory
0.1371

Inhibitory-to-Excitatory
0.1689

Excitatory-to-Inhibitory
0.1346

Weighting factors for neuron-subtype-specific connections
Inhibitory-to-Excitatory
PV-Pyr:SOM-Pyr=1:1

Inhibitory-to-Inhibitory
PV-PV:SOM-PV:VIP-SOM:SOM-VIP
=1:0.857:0.625:1

The connection probabilities and weighting factors were based on Potjans et al. (2014) and Lee et al. (2017), respectively.

inhibitory-to-inhibitory synapses obeyed Gaussian distributions.
We describe the details of these synaptic parameters in the
following subsections.

Our microcircuit model involved 3 types of external inputs:
background inputs, to induce spontaneous activity; feedforward
inputs, representing bottom-up visual stimuli; and modu-
latory feedback signals, mediating selective attention. From
physiological studies, feedforward inputs are mediated by glu-
tamatergic  «-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid (AMPA) receptors, whereas modulatory feedback signals
take the form of currents through N-methyl-D-aspartate (NMDA)
receptors (Self et al. 2012; Herrero et al. 2013). The detailed

mathematical descriptions of these inputs as applied in the model
are provided in the “Model neurons and synapses” section.

Model neurons and synapses

In the present study, all classes and subtypes of model neurons
were described by integrate-and-fire neurons (Buehlmann and
Deco 2008; Wagatsuma et al. 2016, 2021). The dynamics of the
subthreshold membrane potential (V) of a model neuron were
described by the following:

dv(t __VO-E& n Ipyr () + Ipv (1) + Isom (t) + Tvip (1) + Lext (1)

dt Tm Cm (1)
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Table 2. Neuronal model parameters for each class of neurons.

Parameter

Pyr PV SOM VIP
m Membrane time constant (ms) 10.5 3.1 11.8 10.9
Tref Refractory period (ms) 2.0
Cm Membrane capacitance (pF) 200
E Leak reversal potential (mV) =70

where 7., is the membrane time constant and C,, is the membrane
capacitance. E; represents the leak-reversal potential. The neu-
ronal model parameters are summarized in Table 2 and were cho-
sen based on previous studies (Buehlmann and Deco 2008; Neske
etal. 2015; Lee et al. 2018). The spike threshold was Vi, = —50 mV
and the membrane potential V reset to Vyeser=—60 mV after
spiking. The Ipy(t), Ipv(t), Isom(t), and Iye(t) represent the synaptic
currents that flowed into the model neuron from the Pyr, PV, SOM,
and VIP neuron classes, respectively.

The Ipy,(t), which represented synaptic currents from excitatory
Pyr neurons as mediated by AMPA-type currents (Buehlmann and
Deco 2008; Deco and Thiele 2011), was defined as

N

Ioyr(®) = g (V(t) = Vi) D" (1), 2
J

where Ve =0mV represents the reversal potential of the excitatory
Pyr neurons, and V is the subthreshold membrane potential of
a model neuron (see also Eq. (1)). The conductance of the fully
activated synapse g™ is the receptor-specific conductance. The
distribution of the strengths of g™" values between Pyr neurons
was distinct from the distributions of the other connection types
(Teramae et al. 2012). This is described further in the “Distribu-
tions of strengths and delays of postsynaptic currents” section.
The fraction of open channels of model neurons from the jth Pyr

neuron (sfyr) was determined as follows:
ds™” s
j j k
e B s(t—ti—d 3
= T2 -a), ®)

where the postsynaptic-decay time constant is py,;=2.0 ms irre-
spective of the class of postsynaptic neuron. The sum over k
runs over all spikes from connecting Pyr neurons. Each spike was
entered as a Dirac delta function, §(t), assuming a non-0 value
at the spike times of the visually driven input neurons (t}?) (©
elsewhere) and integrating to unity over any interval thatincluded
t}? The d; is the delay from the jth Pyr neuron.

Synaptic currents from the 3 subtypes of inhibitory interneu-
rons reduced the membrane potentials of postsynaptic model
neurons. Synaptic currents from inhibitory model interneurons
Irnh, were defined as follows:

Iin (0 = g™ (V) = Vi) D™ (1), (4
J

Nawd

where the subscript Inh of I, represents the subtype of inhibitory
neuron: PV, SOM, or VIP; V; = —70mV is the reversal potential of the
inhibitory interneurons; g™, which represents the synaptic con-
ductance of a fully open synapse of a specific subtype of inhibitory
interneuron, was determined by the connections between neuron

classes (Table 3; Lee et al. 2018; Hoffmann et al. 2015). The fraction
of open channels in a PV, SOM, or VIP synapse is s}!“h, which was
determined as follows:

ds}lnh s}“h (t)

i—— +Za(t—t}—dj), )

k

where 1,y is the postsynaptic decay time constant; this was
selected based on previous studies (Table 3; Pfeffer et al. 2013;
Lee et al. 2018). As in the description of synaptic currents for Pyr
neuronsin Eq. (3), the sum over kis over spike time (t}k); here, these
were the times of spikes occurring in the inhibitory interneurons.

Recent studies have provided estimates of neuron-subtype-
specific postsynaptic currents, such as synaptic conductance (g*"
and ¢"™") and decay time constants (teyy and o) (Pfeffer et al.
2013; Hoffmann et al. 2015; Lee et al. 2017, 2018). Table 3 summa-
rizes the details of the synaptic parameters used to construct our
model. Because of the larger scale of the model network compared
with that of Lee et al. (2018), we slightly decreased the magnitude
of peak currents in our microcircuit model. Furthermore, in our
model, we introduced marked excitatory connections from Pyr
neurons to VIP interneurons (Lee et al. 2017); this strongly inhib-
ited the activity of SOM interneurons. To compensate for this inhi-
bition, we decreased the magnitude of peak currents from VIP to
SOM interneurons. On the basis of previous studies (Wagatsuma
et al. 2011, 2013; Potjans and Diesmann 2014; Lee et al. 2017), the
connectivity between 2 model neurons was determined by the
neuron classes and not their spatial location.

The Lex: () in Eq. (1) represents the synaptic currents of external
inputs to model neurons. In our network model, all model neuron
populations received background inputs and feedforward inputs,
which were mediated by AMPA-type synapses. Feedforward inputs
originate with visual stimuli. Modulatory feedback signals repre-
sent selective attention and are mediated by NMDA-type synapses
(Self et al. 2012; Herrero et al. 2013; Wagatsuma et al. 2016, 2021).
Feedback signals were applied to VIP neurons (Buia and Tiesinga
2008; Pi et al. 2013; Pfeffer 2014; Zhang et al. 2014; Lee et al.
2018; Wilmes and Clopath 2019), which modulated interactions
between VIP and SOM neurons. In our model, attentional modu-
lation of Pyr neurons occurred via the interactions between VIP
and SOM inhibitory interneurons (Buia and Tiesinga 2008; Lee
etal. 2018). The parameters and connection probabilities for these
external inputs are given in Table 4.

All neurons in our model received cell-subtype-specific back-
ground inputs, which induced and preserved spontaneous activity
without sensory inputs. Background inputs to each model neuron
were given using an independent Poisson spike train. Feedforward
inputs, which were also described by independent Poisson spike
trains, projected to their target model neuron populations; these
were randomly chosen according to connection probabilities (see
Table 4). We set the population size for these feedforward inputs
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Table 3. Parameters of neuron-class-specific postsynaptic currents for synaptic conductance and decay time constants.

From
To Pyr PV SOM VIP
Synaptic conductance g (nS), mean + SD
Pyr See main text 3.36+£0.336 1.96+0.196 -
PV 1.474+0.147 5.4640.546 1.894+0.189 -
SOM 0.45£0.045 - - 0.50+£0.050
VIP 0.41+0.041 - 1.844+0.184 -
Synaptic-decay time constants 74 (ms)
Pyr 2.0 6.4 13.1 -
PV 2.0 4.6 5.2 -
SOM 2.0 - - 131
VIP 2.0 - 10.2 -

at 100 fibers. Such background and feedforward inputs are medi-
ated by glutamatergic AMPA receptors (Buehlmann and Deco
2008; Deco and Thiele 2011) and were defined as

Tput () = g™ (V(1) = Vi) D 5] (), 6)
j

where g'"Put is the conductance of the fully activated synapse
for the background or feedforward input. The fraction of open
channels of model neurons from the jth Poisson spike train (s;“p“t)

was determined as

dsmput S?nput ®
g :—17+28(t—t)‘?—dj), 7)

Tinput X

where the postsynaptic decay time constant for the background
and feedforward inputs is typy: = 2.0 ms irrespective of the class of
target neuron. See also Egs (3) and (5) for the detailed descriptions
of these equations.

In the current study, VIP interneurons received modulatory
feedback signals that mediated selective attention (Fig. 1(a)). The
feedback signals were sets of Poisson spike trains at 20 Hz. We
set the population size for these signals to 100 fibers, and the
projection probabilities of the feedback connections were within a
physiologically realistic range. These modulatory feedback signals
rely on NMDA-type projections (Self et al. 2012; Herrero et al.
2013). All NMDA receptors have a voltage dependence that is
controlled by [Mg?*] (Jahr and Stevens 1990), which we assumed to
be [Mg?*] =1 mM. Here, we used a standard computational model
for generic NMDA receptors (Wang 1999) in which the NMDA-
receptor-mediating synaptic current, Ig,, was defined as follows:

NMPA (V(t) — VE)
g} E SNMDA(U, (8)

I (t) =
w0 1+ [Mg™ ] exp (-0062V (1) /3.57 <~

where gN"MPA is the synaptic conductance of a fully open NMDA
synapse. The fraction of open NMDA channels in a synapse is
s}NMDA, which was calculated as

SJNMDA (t)

dt TNMDA,decay

dS)NMDA (t)

+ax(b) (1 - SJNMDA(t)) , ©)

O ___x® +Za(t—t‘§b), (10)
k

dt TNMDA rise

where a=1/ms. The rise time for an NMDA synapse is
TNMDAise=2 TS, and their decay time constant is twpadecay =
100 ms (Buehlmann and Deco 2008). As in the description of
AMPA synaptic currents in Egs (3), (5), and (7), the sum over k is
over spike time (t},); here, it is the times at which spikes occur in
the Poisson spike train, representing feedback signals.

Distributions of strengths and delays

of postsynaptic currents

The synaptic parameter values for synaptic conductance g and
decay time constant 7gecay in our network model were estimated
and selected based on previous studies (Table 3; Pfeffer et al. 2013;
Lee et al. 2017, 2018). In our model, the strengths of synaptic con-
ductance g for excitatory-to-inhibitory, inhibitory-to-excitatory,
and inhibitory-to-inhibitory synapses obeyed a Gaussian distribu-
tion. By contrast, the strengths of conductance between excitatory
Pyr neurons were distributed according to a log-normal distri-
bution (Song et al. 2005; Lefort et al. 2009; Teramae et al. 2012;
Nobukawa, Nishimura, et al. 2021a; Nobukawa, Wagatsuma, et al.
2021b), as follows:

exp [—(logx - u)2/202]

Jomox : 1

px) =

where x represents the amplitude of EPSPs measured from
the resting potential; o and pu represent the mean and vari-
ance, respectively. In the present study, we used o=1.0 and
u — o’ =10g(0.125) to represent biologically plausible spontaneous
activity under the application of background inputs. For simplicity,
we used a standard computational model and decay time
constant tpy,=2.0 ms for generic AMPA receptors as synapses
between Pyr neurons (see also Egs. (2) and (3)).

Synaptic delays are important factors for determining the
activity and dynamics of neuronal networks (Teramae et al.
2012). In the current study, synaptic delays were distributed
according to Gaussian distribution, with mean dy and variance
do/10; do=2.0 ms for connections from excitatory Pyr neurons
and do = 1.0 ms for connections from the 3 inhibitory interneuron
subtypes. For simplicity, the values of synaptic delays were
independent of the inhibitory neuron subtype. Similar to the
synaptic weights, these delays were not determined by the spatial
locations of model neurons.
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Table 4. Parameters of external excitatory inputs.

Background inputs to each neuron class mediated by AMPA synaptic currents

Parameter

Pyr PV SOM VIP
gB¢ Conductance (nS) 10.0 10.0 10.0 10.0
T4 Decay time constant (ms) 2.0 2.0 2.0 2.0
VBG Rates (Hz) 190 770 140 200
Feedforward inputs to each class of neuron population mediated by AMPA synaptic currents

Parameter

Pyr PV SOM VIP
# of fibers 100 100 100 100
Connection probability 0.1 0.01 0.01 0.01
g'F Conductance (nS) 6.0 6.0 6.0 6.0
74 Decay time constant (ms) 2.0 2.0 2.0 2.0
VFF Rates (Hz) 25 25 25 25

Feedback signals to the VIP neuron population mediated by NMDA synaptic currents

Parameter
VIP
# of fibers 100
Connection probability 0.075
g™® Conductance (nS) 4.0
TNMDA decay Decay time constant (ms) 100.0
TNMDA rise Rise time constant (ms) 2.0
VFB Rates (Hz) 20

Numerical experiments

In the current study, we performed numeric simulations using our
model under various conditions. During the simulations, back-
ground inputs were applied to all model neurons to induce spon-
taneous responses. Additionally, we applied feedforward inputs,
representing visual stimuli, and modulatory feedback signals,
mediating selective attention, to the network model. Note that
both the background and feedforward inputs were simultane-
ously provided to the network during the simulations with visual
stimuli (the visual stimulus condition). Many previous studies
have reported attentional modulation with respect to neuronal
activity and synchronized oscillations during sensory processing
(Womelsdorf et al. 2006; Bosman et al. 2012; Zhang et al. 2014;
Bastos et al. 2015; Richter et al. 2017; Rohenkohl et al. 2018). In our
model, to investigate the mechanism of modulation by feedback
signals and to simulate the model with selective attention (the
attention condition), we applied feedback signals to VIP interneu-
rons (Buia and Tiesinga 2008; Pi et al. 2013; Pfeffer 2014; Zhang
et al. 2014; Lee et al. 2018; Wilmes and Clopath 2019). To simulate
the attention condition, our microcircuit model integrated back-
ground and feedforward inputs with feedback signals.

We integrated the differential equations using a fourth-order
Runge-Kutta algorithm with a time step of 0.1 ms. We simulated
50 trials with a length of 6 biological s per condition to ensure
the reproducibility of model responses. The first 1 s of simulated
results was always discarded to minimize the effects of transients.
The code for the simulations was written in C programming
language.

Data analysis of responses in the proposed
network model

To investigate the roles of specific inhibitory interneuron subtypes
in the regulation and modulation of neuronal responses and
synchronizations of layers 2/3 in the V1, we analyzed the popu-
lation rates of all classes of model neurons as the representative
activity of the network model. The mean population rates were
computed by counting the total number of spikes in each class of
neuron between 1 and 6 biological s and by averaging this number
over 50 trials.

For a more detailed investigation of the contribution of activity
in specific subtypes of inhibitory interneurons to the modulation
of cortical responses in the V1, we used spike-time histograms
(STHs) of the Pyr neuron population between 1 and 6 s of sim-
ulation data. In previous computational studies, the STHs of exci-
tatory model neurons were used to model local field potentials
(LFPs) (Buia and Tiesinga 2008; Lee et al. 2018). A linear combi-
nation of excitatory and inhibitory synaptic currents arising from
a spiking neuron network might be more suitable for modeling
LFPs (Mazzoni et al. 2015). However, we analyzed STHs to reduce
computational costs.

The STH represents an estimate of the time-varying firing rates
of a population. It was obtained by dividing the firing activity
of Pyr neurons into discrete time bins of 2 ms and counting the
number of spikes that fell in each time bin. We analyzed the
frequency characteristics of these model STHs with respect to
various simulation conditions. The STHs of Pyr neurons were
decomposed into frequency components using the fast Fourier



transform, and the mean oscillation amplitude was computed
by averaging the amplitudes of the STHs. These data analyses
and visualizations were performed using Python programming
language.

Results

We developed a biologically plausible network model to under-
stand the microcircuit structure of layers 2/3 in the V1 and to
investigate the roles of inhibitory interneurons in the regulation
of neuronal responses. The architecture of our model, with Pyr
neurons and 3 subtypes of interneurons, is illustrated in Fig. 1(a).
We performed simulations of the model under various condi-
tions to investigate the roles of specific subtypes of inhibitory
interneurons in the regulation of neuronal responses and in the
synchronization of layers 2/3 in the V1.

Responses of the proposed microcircuit model
to visual stimuli and selective attention

First, we investigated the influence of feedforward inputs (repre-
senting visual stimuli) and feedback signals (mediating selective
attention) in modulating the responses of the microcircuit of
layers 2/3 in the V1. During the simulations, all model neurons
received cell-class-specific background inputs to induce sponta-
neous responses. For the visual stimulus condition, feedforward
inputs originating from visual stimuli were added to all neu-
ron classes. In the selective attention condition, we also applied
modulatory feedback signals—representing selective attention—
to VIP interneurons. Figure 2a shows spike raster plots of all
neuron classes and subtypes over 2 biological s. In this simulation,
visual stimuli were presented from 500 biological ms and selective
attention was activated from 1 s. The activity of all neuron classes
and subtypes was markedly modulated by both visual stimuli and
selective attention.

Figure 2b shows the mean population rates of all neuron
classes and subtypes in the spontaneous, visual stimulus, and
selective attention conditions. In the spontaneous condition, the
population rates of each neuron class fell within a physiologically
realistic range (Pyr ~0.6 Hz, PV ~6.2 Hz, SOM ~2.8 Hz, and
VIP ~5.2 Hz). The application of visual stimuli substantially
modulated activity in all neuron classes. The Pyr neurons and
PV and SOM interneurons were activated by visual stimuli,
whereas the projections of visual stimuli to our microcircuit
inhibited VIP interneuron responses. Furthermore, the feedback
signals (mediating selective attention) markedly increased VIP
interneuron activity and decreased SOM interneuron activity.
The Pyr neurons and PV interneurons were also activated by
the application of selective attention to the microcircuit, perhaps
because of the attention-induced inhibition of SOM interneurons.
This modulation pattern of Pyr neuron activity by these external
inputs is consistent with the physiological patterns observed in
V1 neurons (McAdams and Maunsell 1999; Martinez-Trujillo and
Treue 2004). Of interest, in our model, the modulation patterns
of SOM interneurons in response to feedforward inputs and
feedback signals were the opposite of those of VIP interneurons.

Visual stimuli and selective attention not only activated Pyr
neurons but also seemed to induce and modulate the synchro-
nized oscillatory responses of this neuron class (Fig.2(a)). To
investigate the mechanism underlying the integration of various
inputs in the cortical microcircuit, the STHs of Pyr neurons were
computed based on time bins of 2 ms and were decomposed
into frequency components using the fast Fourier transform (see
Materials and methods). Figure 2(c) summarizes the STH power of
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Pyrneurons averaged over 50 simulation trials in the spontaneous,
visual stimulus, and selective attention conditions. There was no
clear peak in the STH power of Pyr neurons in the spontaneous
condition (dashed line). By contrast, application of visual stim-
uli to our microcircuit model induced peak beta-band activity
between 20 and 30 Hz (black line). Low (30-50 Hz) and high (50—
100 Hz) gamma-band activity increased from the visual stimulus
condition (black line) to the selective attention condition (gray
line). Intriguingly, under the selective attention condition, there
were 2 peaks in the range of low-gamma (around 35 Hz) and high-
gamma (around 65 Hz) activity. These results imply that feed-
forward inputs (representing visual stimuli) generate oscillatory
responses of beta-band activity in the microcircuit of layers 2/3
in the V1, whereas feedback signals (mediating selective atten-
tion) modulate gamma activity. This attentional modulation of
gamma activity is in agreement with physiological reports of the
monkey visual cortex (Womelsdorf et al. 2006; Bosman et al. 2012).
Selective attention enhanced gamma-band activity and increased
activity in Pyr neurons and PV interneurons and decreased SOM
interneuron responses (Fig. 2(b)). These results suggest that PV
interneurons contribute to the preferential generation of gamma
oscillation in cortical layers 2/3 of the V1.

Cell-subtype-specific synaptic strengths for the
modulation of responses and synchronized
oscillation in the microcircuit

Many studies have reported the key contributions of the dis-
tinct inhibitory interneuron subtypes to the generation of spe-
cific bands of synchronized oscillation (Chen et al. 2017; Cardin
2018; Lee et al. 2018). To obtain a mechanistic insight into the
functions of the distinct interneuron subtypes in the modula-
tion of responses and the synchronized oscillation in the V1,
we performed simulations of the model with various synaptic
strengths for the different connections in our network. During
these simulations, we applied feedforward inputs (visual stimuli)
to our model. The simulation results of our model with various
synaptic strengths are summarized in Fig. 3.

We first performed simulations of our microcircuit model with
various synaptic strengths from Pyr neurons to PV interneurons
(Wpyrpv). Spike raster plots of Pyr neurons with various Wpyr.py
are shown in Fig. 3(a). Regardless of Wpypy, the response of Pyr
neurons to visual stimuli was rhythmically activated. However,
both the density and rhythm of the synchronized responses of
Pyr neurons seemed to be modulated by Wpy:pyv. The population
rates of all neuron classes are presented in Fig. 3(b) as functions of
Woyr.pv. Both Pyr neurons and SOM interneurons were increasingly
activated as Wpy.py decreased, whereas the rates of the other
populations decreased with decreasing Wpy.py. Decreasing Wpy.py
not only inhibited PV interneuron activity but also activated
interactions between Pyr neurons and SOM interneurons. To ana-
lyze the influence of Wpypy on the modulation of responses in
cortical layers 2/3, we computed the STH power of Pyr neurons
with respect to various Weyrpy (Fig. 3(c)). The magnitude of beta-
band activity for the range between 20 and 30 Hz was markedly
increased with decreasing Woeyr.py (red line); this seemed to arise
from the facilitation of interactions between Pyr neurons and
SOM interneurons. In this condition, SOM interneurons and Pyr
neurons were activated, whereas PV interneurons were inhibited
(Fig. 3(b)). Activated SOM interneurons might have more influence
on the responses of Pyr neurons than on those of inhibited PV
interneurons. Conversely, increasing Wpy,.py markedly decreased
the power of beta-band activity (green and blue lines). These
results suggest a role for interactions between Pyr neurons and
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Fig. 2. Neuronal responses in the proposed microcircuit model. a) Raster plots showing spike trains of Pyr, PV, SOM, and VIP neurons for 2 s. The spikes of
excitatory Pyr neurons and the three inhibitory interneuron subtypes are illustrated with black and gray dots, respectively. For this plot, visual stimuli
were presented during the period represented by the black bar at the top of the panel (500 ms-2 s) and selective attention was activated during the
period represented by the gray bar (1-2 s). The activity of neurons in our microcircuit model was modulated by these 2 external inputs. b) The mean
population firing rates of Pyr (triangles), PV (circles), SOM (pentagons), and VIP (squares) neurons in the microcircuit model, taken from 50 simulation
trials of the spontaneous, visual stimulus, and selective attention conditions. Error bars indicate the standard errors (SEs), which were relatively small
in these simulations. ¢) STH power of Pyr neurons, averaged over 50 simulation trials in the spontaneous (black dashed line), visual stimulus (black
solid line), and selective attention (gray solid line) conditions. The inset shows a log-scale plot of the same STH power results. The shading of the curves

indicates the SE of the mean from 50 simulation trials.

SOM interneurons in the generation of visually induced beta oscil-
lation. Additionally, the power of low-gamma-band (30-50 Hz)
activity slightly increased (decreased) with increases (decreases)
in SOM interneuron firing rates. These simulation results for the
contributions of SOM interneuron spiking to the generation of
neuronal oscillations around 30 Hz are in agreement with the
results of physiological studies (Roopun et al. 2010; Chen et al.
2017; Veit et al. 2017). Furthermore, with increased Wpyrpy, the
peak of STH power shifted toward the range of low-gamma-
band activity rather than beta-band activity (green and blue
lines in Fig. 3(c)) in addition to the activation of PV interneurons
(Fig. 3(b)).

To further investigate the contributions of the 3 inhibitory
interneuron subtypes, we tested our model with various synap-
tic strengths from Pyr neurons to SOM interneurons (Wpyr.som).
Figure 3(d) shows spike raster plots of Pyr neurons with various
Weyr-som. Decreased Wpyrsom seemed not only to activate Pyr neu-
rons but also to narrow the window for synchronized spiking in
this population. The population rates of all neuron classes except
SOM interneurons increased with decreasing Wey,soum (Fig. 3(e)). In
the responses of our microcircuit model with 0.25 x Wpy.sonm, SOM
interneuron activity was markedly lower than that of other neu-
ron classes. Therefore, under this condition, Pyr neuron responses

seemed to be determined by interactions with PV interneurons.
Additionally, the magnitude of gamma-band activity between 30
and 100 Hz increased as Wpy,som decreased (red and purple lines
in Fig. 3(f)), which might have been the result of the coactivation
of Pyr neurons and PV interneurons and the inhibition of SOM
interneurons. These results imply that interactions between Pyr
neurons and PV interneurons contribute to gamma oscillation
generation in cortical layers 2/3 of the V1; these findings are
consistent with physiological reports (Chen et al. 2017).
Simulations of our model with various synaptic strengths from
SOM to PV interneurons suggest the contribution of interactions
between Pyr neurons and SOM interneurons to the generation
of visually induced beta (20-30 Hz) oscillations. In addition to
the activation of the oscillatory responses of beta-band activ-
ity, there was coactivation of Pyr neurons and SOM interneu-
rons, whereas PV interneuron activity was suppressed. In our
microcircuit model, SOM interneurons had synaptic connections
with other interneuron subtypes to regulate responses (Fig. 1(a)).
We investigated the influence of synaptic strength from SOM
to PV interneurons (Wsom-pv) in the regulation of responses in
the cortical microcircuit. Spike raster plots of Pyr neurons with
various Wsoum-pv are shown in Fig. 3(g). Increased Wsoum-pv seemed
to broaden the spiking window of Pyr neurons. The population
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Fig. 3. Influence of synaptic strength on response modulation in the proposed microcircuit model. Panels (a—c), (d-f), and (g-h) demonstrate the model
responses with various synaptic strengths from Pyr to PV (Wpyrpy), Pyr to SOM (Wpyrsom), and SOM to PV (Wsowpy), respectively. In these simulations,
we applied both background and visual stimuli to the model. The error bars in panels (b), (e), and (h) indicate SEs, which were relatively small in these
simulations. The shading of the curves in panels (c), (f), and (i) indicate the SEs of the means from 50 simulation trials. a) Raster plots showing the
spike trains of Pyr neurons for various Wpy,py. The top, middle, and bottom panels represent the simulation results with 0.75, 1.50, and 2.00 x Wpyrpy,
respectively. For these plots, visual stimuli were presented during the period indicated by the black bar at the top of the panel (150 ms-1 s). b) Mean
population firing rates of Pyr (triangles), PV (circles), SOM (pentagons), and VIP (squares) neurons as functions of the strength of Wpy,py (based on 50
simulation trials). c) STH power of Pyr neurons averaged over 50 simulation trials versus Weyrpy (black line), 0.75 x Wpyrpy (red line), 1.50 x Wpyrpy
(green line), and 2.00 x Wpyr-py (blue line). The inset shows a log-scale plot of the same STH power results of the Pyr neurons. d) Raster plots showing all
spike trains of the Pyr neurons in the model with respect to various Wpyrsom. The top, middle, and bottom panels represent the Pyr neuron responses
for 0.25 x Wpyr.som, 0.50 x Wpyr.som, and 1.50 x Weyrsom, respectively. ) Mean population firing rates of each neuron class for the different Wpyrsom.
In these simulations, Wpyr.som was set to 0.25, 0.50, 1.50, and 3.00 times that of our original model. All conventions are the same as those in panel (b).
f) STH power of Pyr neurons averaged over 50 simulations for Wpyr.sonm (black line), 0.25 x Wpyr-som (purple line), 0.50 x Wpyrsom (red line), 1.50 x Wpyrsom
(green line), and 3.00 x Wpyr-som (blue line). g) Raster plots of the Pyr neurons in the model with various Wsoy py. The top, middle, and bottom panels
represent Pyr neuron activity with 0.25 x Wsom-py, 0.50 x Wgom-py, 1.50 x Wsom-py, and 3.00 x Wsop-py, respectively. h) Mean population firing rates of
the neuron classes as functions of Wsop.py. All conventions are the same as those in panels (b) and (e). i) STH power of the Pyr neuron population
averaged over 50 simulation trials for various Wgopy.py. These curves were obtained using simulations with 1.00 x Wsop.py (black line), 0.25 x Wsop-py
(purple line), 0.50 x Wsom-py (red line), 1.50 x Wgopm-py (green line), and 3.00 x Wgopm-py (blue line).

rates of all neuron classes are summarized in Fig. 3(h) as func- SOM interneurons directly inhibited PV interneuron activity. As
tions of Wsom.pv. Pyr neurons and SOM interneurons were acti- Wsom-pv Increased, activated SOM interneurons seemed to have
vated with increasing Wsom-pv, Whereas the opposite modulation a greater influence on Pyr neuron responses. Notably, the STH

pattern was observed in the other 2 neuron classes. Activated power between 20 and 30 Hz in the cortical microcircuit was



10 | Cerebral Cortex, 2022

markedly enhanced via the coactivation of Pyr neurons and SOM
interneurons (Fig. 3(i)); this finding appears to be consistent with
physiological results from the rodent V1 (Roopun et al. 2010;
Chen et al. 2017; Veit et al. 2017). Additionally, the magnitude of
gamma-band activity was slightly increased by the activation of
interactions between Pyr neurons and SOM interneurons. When
the broad range of Pyr neuron STH power increased, PV interneu-
ron rates were reduced by the activation of interactions between
Pyr neurons and SOM interneurons.

Synaptic delay between specific cell subtypes for
the modulation of responses and synchronized
oscillations in the cortical microcircuit

The responses and oscillatory characteristics of neuronal micro-
circuits are significantly modulated by synaptic delays between
neuron classes (Teramae et al. 2012). To analyze the contributions
of specific neuron classes and subtypes to the modulation of
responses and synchronized oscillations in our model, we per-
formed simulations with various synaptic delays from Pyr to PV
(dpyr.pv), from Pyl’ to SOM (dPyr-SOM), from SOM to PV (dSQM.pv), and
between Pyr neuron populations (dpyrpyr). Spike raster plots, pop-
ulation rates, and characteristics of the synchronized oscillations
for our model with various synaptic delays are summarized in
Fig. 4. In these simulations, we applied visual stimuli to all neuron
classes.

Simulations of our model with various dpy:.py suggest that SOM
interneuron activation is critical for both the increased STH power
of Pyr neurons and the preferential generation of beta-band (20—
30 Hz) activity. Spike raster plots of Pyr neurons for dpy.py of
1.0 and 4.0 ms are displayed in Fig. 4(a). The spiking density
and window of Pyr neurons were markedly modulated by these
synaptic delays. The influence of dpypv on the population rates
of all neuron classes and on the STH power of Pyr neurons are
shown in Fig 4(b) and (c), respectively. Decreasing dpy.py from 2
to 1 ms strongly reduced the magnitude of beta-band activity
in the range between 20 and 30 Hz (red line in Fig. 4(c)), with
no marked modulation of the population rates of any neuron
classes (Fig. 4(b)). By contrast, slower synaptic delays (4 ms) not
only substantially activated SOM interneurons (Fig. 4(b)) but also
increased the magnitude of the whole range of STH power in Pyr
neurons (blue line in Fig. 4(c)). In this condition, PV interneurons
might be slightly activated. Therefore, the influence of markedly
activated SOM interneurons on Pyr neuron responses seemed
to be more dominant than that of the original model (black
line in Fig. 4(c)). In addition, activated SOM interneurons might
modulate the time course characteristics of PV interneurons. In
particular, the coactivation of Pyr neurons and SOM interneurons
preferentially facilitated the magnitude of beta-band activity for
the range between 20 and 30 Hz; this finding appears consistent
with physiological reports (Roopun et al. 2010; Chen et al. 2017;
Veit et al. 2017).

Next, we performed simulations with various dpyr.som. These
simulations indicated a contribution of transmission speeds
from Pyr neurons to SOM interneurons in visually induced beta
oscillation generation in the cortical microcircuit of layers 2/3.
Figure 4(d) shows the spike raster plots of Pyr neurons for dpy:.som
of 0.3 and 12 ms. The large increase of dpyr.som to 12 ms widened
the intervals of synchronized oscillation in Pyr neurons (bottom
panel of Fig. 4(d)). However, the population rates for each neuron
class were only minimally altered by changing dpyrsom from
0.3 to 12 ms (Fig.4(e)). Nonetheless, a longer synaptic delay
(dpyr-som of 12.0 ms) shifted the peak location in the STH power of
Pyr neurons toward the left (blue line in Fig. 4(f)). Additionally,

rapid transmission from Pyr neurons to SOM interneurons
(dpyr-som = 0.3 ms) decreased the magnitude of beta-band activity
(red line in Fig. 4(f)).

Simulation results of our model with various dsom-pv suggested
that markedly delayed synapses from SOM to PV interneurons
increase the magnitude of beta-band activity. Figure 4(g) shows
the spike raster plots of Pyr neurons for dsompv of 0.5, 4.0, and
8.0 ms. The spiking density and window of Pyr neurons were
markedly modulated from dsom-pv Of 4.0-8.0 ms. However, the
population rates of all neuron classes were generally unchanged
by dsom-pv (Fig. 4(h)). The STH power for various dsom-pv is shown
in Fig. 4(i). When we used relatively slow transmission from SOM
to PV interneurons (dsom-pv = 8.0 ms), the magnitude of beta-band
activity was markedly increased (blue line in Fig. 4(i)) and there
was a slight increase of gamma-band activity from 50 Hz. Thus,
markedly delayed synapses from SOM interneurons might mod-
ulate the rhythm of synchronized responses in PV interneurons,
which may then induce beta oscillation in Pyr neurons.

Simulations of our model indicated that synaptic delays
between excitatory neurons, in addition to the distribution of
synaptic strengths, might be essential for determining the charac-
teristics of synchronized oscillations in the cortical microcircuit.
Interconnections between excitatory neurons strongly influence
the activity in neuronal microcircuits (Teramae et al. 2012;
Nobukawa, Nishimura, et al. 2021a; Nobukawa, Wagatsuma,
et al. 2021b). We thus investigated how interactions between
Pyr neurons might modulate the neuronal responses in layers
2/3 of the V1 via simulations with various dpyrpyr (Fig. 4())-(1)).
Spike raster plots of Pyr neurons for dpy,pyr of 1, 4, and 8 ms are
shown in Fig. 4(j). Regardless of dpy.py;r, we observed synchronous
and rhythmical responses in Pyr neurons. In addition, the spike
intervals of Pyr neurons were shortened with increasing dpyrpyr.
Figure 4(k) illustrates the population rates of all neuron classes
as functions of dpy.-pyr. The population rates of all neuron classes
were almost constant when dpy.pyr Was increased, whereas rapid
transmission between Pyr neurons (dpy-pyy =1 ms) activated Pyr
neurons and PV and SOM interneurons. Furthermore, rapid
transmission between Pyr neurons increased the magnitudes
of the whole range of STH power in Pyr neurons (red line in
Fig. 4(1)). By contrast, there were 2 peaks in STH power under
slower synaptic transmission simulations, such as with dpyr.pyr of
4 and 8 ms (green and blue lines, respectively, in Fig. 4(1)).

Roles of synaptic strengths and delays from VIP
to SOM interneurons for attentional modulation
in layers 2/3 of the V1

In our model, attentional modulation in the cortical microcircuit
occurred via disinhibition, which was based on connections from
VIP to SOM interneurons (Fig. 1(a)). To better understand the
mechanism of attentional modulation in the V1, we applied the
model with various synaptic strengths (Wyp-som) and lengths
(dvir-som) from VIP to SOM interneurons. In these simulations, in
addition to applying feedforward inputs, we provided feedback
signals (mediating selective attention) to VIP interneurons. The
simulation results for various Wymp.som and dyip.som are summa-
rized in Fig. 5.

Spike raster plots of Pyr neurons for Wyp.som of 0.5 and 2.0 are
shown in Fig. 5(a). Pyr neuron activity was strongly modulated by
Wyip-som- In addition, Wyp.som modulated the density and rhythm
of synchronized activity in Pyr neurons. Figure 5(b) shows the
population rates of Pyr neurons and all interneuron subtypes as
a function of Wyp.som. With increasing Wyip-som, Pyr neurons and
PV and VIP interneurons were excited, whereas SOM interneurons
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Fig. 4. Effects of synaptic delay on activity in the proposed microcircuit model. Panels (a—c), (d-f), (g-h), and (j-1) demonstrate the responses with various
synaptic delays from Pyr to PV (dpyr.pv), from Pyr to SOM (dpyr-som), from SOM to PV (dsom-pv), and from Pyr to Pyr (dpyrpyr), respectively. Background
inputs and visual stimuli were presented to the model during these simulations. All conventions are the same as those in Fig. 3. a) Raster plots showing
all spike trains of the Pyr neurons for various dpyrpy. The top and bottom panels present the simulation results with dpyy.py of 1.0 and 4.0 ms, respectively.
b) The mean population firing rates of Pyr (triangles), PV (circles), SOM (pentagons), and VIP (squares) neurons in the microcircuit model as a function
of dpyrpy. This plot shows the averages of 50 simulation trials. c) STH power of Pyr neurons, averaged over 50 simulation trials, with dpyr.pv of 2.0 (black
line), 1.0 (red line), and 4.0 (blue line) ms. the inset shows a log-scale plot of the same STH power results for Pyr neurons. d) Raster plots showing all
spike trains of Pyr neurons with various dpyrsom. For these plots, dpyrsom were set to 0.3 and 12.0 ms. e) Mean population firing rates (50 simulation
trials) of each neuron class as functions of dpyr-som. f) STH power of Pyr neurons, averaged over 50 simulation trials, for various dpyr-som. These curves
were obtained through simulations with dpyr.som of 2.0 (black line), 0.3 (red line), and 12.0 (blue line) ms. g) Raster plots of Pyr neurons with various
dsom-pv. The top, middle, and bottom panels represent Pyr neuron activity with dsom-py of 0.5, 4.0, and 8.0 ms, respectively. h) The mean population
rates (50 simulation trials) of the neuron classes as functions of dsoy.py. 1) STH power of Pyr neurons, averaged over 50 simulations, for dsoy.py of 1.0
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were inhibited. In our microcircuit model, SOM and VIP interneu-
rons interacted with one another (Fig. 1(a)). In the simulation with
Wyipsom of 0.5, VIP interneurons may have been significantly
inhibited by SOM interneurons despite the projection of selective
attention. Furthermore, the attentional effects of STH power for
the gamma-band activity of Pyr neurons was not observed in
the model simulation with Wyp.som of 0.5 (black solid line in
Fig. 5(c); see also Fig. 2(c)). By contrast, attentional effects were
enhanced by increasing Wyp-som (black dashed line in Fig. 5(c)).
These results suggest the critical role of connections from VIP
to SOM interneurons for attentional modulation in layers 2/3 of
the V1.

Model simulations with various dvp.som indicated that the
speed of synaptic transmission from VIP to SOM interneurons is a
key factor in achieving both attentional modulation of neuronal
activity and synchronized oscillations in the cortical microcircuit
of layers 2/3 in the V1. Spike raster plots of Pyr neurons for dyip-som
of 0.5 and 2 ms are shown in Fig. 5(d). As was observed in the pop-
ulation rates (Fig. 5(e)), Pyr neurons were activated when dyip-som
was decreased from 1.0 to 0.5 ms. In addition, the spike intervals
of Pyr neurons were shortened with decreased dyip-som. Notably,
more rapid synaptic transmission from VIP to SOM interneurons
led to the activation of STH power in the low-gamma band (30-
50 Hz) for Pyr neurons (black solid line in Fig. 5(f)), whereas the
low-gamma band magnitude in Pyr neurons decreased when
dvip-som Was increased from 1 (gray line in Fig. 5(f)) to 2 ms (black
dashed line in Fig. 5(f)). These simulation results for the synaptic
connections from VIP to SOM interneurons suggest that the rapid
and marked inhibition from VIP to SOM interneurons is essential
for inducing attentional modulation of activity in cortical layers
2/3 of the V1.

Discussion

In the present study, to investigate both the circuitry structure
of cortical layers 2/3 in the V1 and the specific role of the main
inhibitory interneuron subtypes PV, SOM, and VIP in the regula-
tion of neuronal activity and synchronized oscillations for visual
processing, we developed a computational microcircuit model
with a biologically plausible structure (Fig. 1(a)). Simulations of
our proposed model indicate that feedback signals mediating
selective attention to VIP interneurons not only activate Pyr neu-
rons and PV interneurons and suppress SOM interneurons but
also modulate the strength of gamma-band activity (Fig. 2). The
attention-induced enhancement of gamma-band activity is in
agreement with physiological reports from the monkey visual
cortex (Womelsdorf et al. 2006; Bosman et al. 2012). In addition,
these results suggest the contribution of interactions between Pyr
neurons and PV interneurons to the preferential generation of
gamma oscillations in cortical layers 2/3 of the V1.

To better understand the functions of the distinct interneuron
subtypes, we performed simulations of the microcircuit model
with various synaptic weights and delays (Figs 3 and 4). A decrease
in synaptic strength from Pyr neurons to PV interneurons
markedly increased the magnitude of beta-band activity in Pyr
neurons for the range between 20 and 30 Hz and activated SOM
and inactivated PV interneurons. By contrast, when synaptic
strengths from Pyr neurons to SOM interneurons were decreased,

the magnitude of gamma-band activity of Pyr neurons between 30
and 80 Hz was markedly increased in addition to the activation
of PV interneurons and the inactivation of SOM interneurons.
These simulation results suggest that SOM and PV interneurons
are critical for the generation of slow (20-30 Hz) and fast (30—
80 Hz) oscillations, respectively. These specific roles of distinct
interneuron classes appear consistent with recent physiological
reports (Roopun et al. 2010;Chen et al. 2017; Veit et al. 2017).
Compared with the findings using various synaptic strengths, we
did not observe more marked modulations in the firing rates of
Pyr neurons with various synaptic delays. However, the rhythms
of synchronized responses in Pyr neurons were modulated by
slower synapses both from Pyr to interneurons and between
interneurons.

Our model also suggested that synaptic connections from VIP
to SOM interneurons are critical for the attentional modulation of
activity in cortical layers 2/3 of the V1 (Fig. 5). Our results indicate
that rapid and strong inhibition from VIP to SOM interneurons
is essential for inducing attentional modulation for low-gamma
frequencies (30-50 Hz).

Different subtypes of inhibitory interneurons
may engage the generation of distinct rhythms
of oscillatory activity in the visual cortex

In our simulations, feedback signals (mediating selective atten-
tion) were provided to VIP interneurons (Fig. 1(a)); these not only
activated Pyr neurons and PV and VIP interneurons (Fig. 2(a) and
(b)) but also enhanced the magnitude of both low (30-50 Hz) and
high (50-100 Hz) gamma-band activity (Fig. 2(c)). These observed
attention-induced gamma oscillations are in agreement with
physiological results for attentional modulations in the visual
cortex (Womelsdorf et al. 2006). Additionally, the magnitude
of gamma-band oscillations was significantly increased by
coactivating both Pyr neurons and PV interneurons in addition to
inhibiting SOM interneurons (Fig. 3(e) and (f)). These results imply
that inhibitory PV interneurons are important for the generation
of gamma-band oscillations in cortical layers 2/3 of the V1.

Our model predicted that the spiking of inhibitory SOM
interneurons preferentially contributes to the generation of slow
neuronal oscillations in cortical layers 2/3 of the V1. In contrast to
the modulation patterns of synchronized oscillations based on PV
interneuron activation, the activation of interactions between Pyr
neurons and SOM interneurons increased the magnitude of the
whole range of STH power in Pyr neurons (Fig. 3(b), (c), (h), and (i);
Fig. 4(b) and (c)). Specifically, the activation of SOM interneurons
was important for the preferential generation of beta oscillations
(20-30 Hz). Of interest, although the rates of all neuron classes
and subtypes were consistent across various durations of synaptic
delay from SOM interneurons to Pyr neurons (Fig.4(e)), an
extreme increase in this delay modulated the magnitude of slow
oscillatory activity (10-30 Hz; blue line in Fig. 4(f)).

Simulations with our model suggest that the different subtypes
of inhibitory interneurons contribute to the generation of distinct
frequency-band oscillations in layers 2/3, which is consistent with
recent physiological results (Chen et al. 2017; Veit et al. 2017).
The distinct actions of different interneuron subtypes on synchro-
nized oscillations might arise from the neuron-subtype-specific

(black line), 0.5 (purple line), 2.0 (red line), 4.0 (green line), and 8.0 (blue line) ms, respectively. j) Raster plots of the Pyr neurons with various dpyrpyr.
The top, middle, and bottom panels represent the simulation results with dpyrpyr of 1.0, 4.0, and 8.0 ms, respectively. k) Mean population firing rates
(50 simulation trials) of each neuron class as a function of dpyr.pyr. 1) STH power of the Pyr neuron population for various dpyrpyr. These curves were
obtained through simulations with dpyrpy, of 2.0 (black line), 1.0 (red line), 4.0 (green line), and 8.0 (blue line) ms.
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Fig. 5. Simulation results of the proposed microcircuit model with various synaptic strengths (Wyip-som) and lengths (dyip-som). Panels (a—c) and (d-f)
demonstrate the responses with various Wyp-som and dyip-som, respectively. In these simulations, we added selective attention as well as visual stimuli
to VIP neurons. All conventions are the same as those in Figs 3 and 4. a) Raster plots showing all spike trains of Pyr neurons for various Wyp.som. The top
and bottom panels represent the simulation results with 0.5 and 2.0 x Wyp-som, respectively. For these plots, selective attention was activated during the
period represented by the gray bar at the top of the panel (250 ms-1 s). b) Mean population firing rates of Pyr (triangles), PV (circles), SOM (pentagons),
and VIP (squares) neurons as functions of Wyp.som (based on 50 simulation trials). ¢) STH power of Pyr neurons, averaged over 50 simulation trials,
versus Wyp_som (gray line), 0.5 x Wypp-som (solid black line), and 2.0 x Wyp.som (dashed black line). The inset shows a log-scale plot of the same STH
power results of Pyr neurons. d) Raster plots showing all spike trains of Pyr neurons with various dyip-som (0.5 and 2.0 ms). e) Mean population firing rates
of each neuron class under the selective attention condition as a function of dyip-som. These were computed based on 50 simulation trials. f) Influence
of dyrp-som on attentional modulation for the STH power of Pyr neurons. The gray, solid black, and dashed black lines correspond to the simulation

results with dyp.sonm of 1.0, 0.5, and 2.0 ms, respectively.

. In previous computational studies (Buehlmann and Deco
2008; Teramae et al. 2012), the characteristics of fast-spiking neu-
rons were reproduced by using faster t,,. Furthermore, a physio-
logical study has reported that PV interneurons have much faster
m values than other neuron classes and subtypes (Neske et al.
2015; see also Table 2). The activation of interactions between
excitatory neurons, such as Pyr neurons, and fast-spiking neurons,
such as PV interneurons, might generate faster synchronized
oscillations in the cortical microcircuit.

Previous network models of excitatory and inhibitory neurons
have suggested the mechanisms and functions of gamma-band
oscillations in layers 2/3 of the V1 (Jia et al. 2013; Han, Wang, et al.,
2021b). However, it was difficult for these models to elucidate how
slow neural oscillations are generated in the cortical microcircuit
because they did not include diverse inhibitory neuron subtypes.
By contrast, our model was based on current knowledge of cortical
microcircuitry (Song et al. 2005; Lefort et al. 2009; Rudy et al. 2011;
Teramae et al. 2012; Pfeffer et al. 2013; Potjans and Diesmann
2014; Neske et al. 2015; Lee et al. 2017, 2018) and included various
neuron classes and subtypes that interacted with one another
to regulate visual processing activity in layers 2/3 of the V1.
Simulations of the model suggest that inhibitory signals from
PV and SOM interneurons preferentially induce fast and slow
synchronized oscillations, respectively, in cortical visual layers
2/3. The neuron-subtype-specific r,, (Neske et al. 2015; Table 2)

might be important for the generation of distinct frequency-band
oscillations at least in part. Our model suggests how distinct
frequency-band oscillations are generated in a cortical microcir-
cuitin layers 2/3 of the V1. Thus, the findings of the current study
provide clues regarding possible visual processing structures as
well as mechanisms for the establishment and attentional mod-
ulation of visual perception.

Mechanism of attentional modulation in the
cortical microcircuit in layers 2/3 of the V1

In the proposed model, VIP neurons mediated feedback signals
(from higher cortical areas) and were important for replicating the
attentional modulation that has been observed experimentally
in local cortical circuits: VIP interneurons activated Pyr neurons
and increased the magnitude of gamma-band activity (Fig. 2).
In our model, this attentional modulation of Pyr neurons was
induced by inhibiting the responses of SOM interneurons. Our
network model included mutual interactions between VIP and
SOM interneurons (Fig. 1(a); Zhang et al. 2014; Mardinly et al.
2016). Furthermore, inhibitory connections from VIP interneurons
were restricted to SOM interneurons. Activation of VIP interneu-
rons arising from selective attention preferentially inhibited SOM
interneurons, which activated the interactions between excitatory
Pyr neurons and fast-spiking PV interneurons (Fig. 2(a) and (b)).
As discussed in the previous section, the coactivation of Pyr
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neurons and PV interneurons contributed to gamma-band oscilla-
tion generation in the cortical microcircuit. Local disinhibition by
connections from VIP to SOM interneurons might be a plausible
mechanism for the attentional modulation of responses in the
cortical microcircuit in layers 2/3 of the V1.

Simulations of our model indicate that dyip-som is a key factor
in the attentional modulation of responses in cortical layers 2/3
(Fig. 5(d)—(f)). Increases in dyip-som increased the population rates
of SOM interneurons, which then inhibited the responses of Pyr
neurons and PV interneurons (Fig. 5(¢)). Thus, in our model, SOM
interneurons might regulate microcircuit responses by transmit-
ting their signals to all other neuron populations. Additionally, as
discussed previously and reported in an earlier study (Veit et al.
2017), the spiking of inhibitory SOM interneurons is important
for the generation of various ranges of synchronized oscillations.
These results suggest a critical role for SOM interneurons in
inducing the attentional modulation of responses and synchro-
nized oscillations in the V1.

As discussed in the previous and present sections, simulations
of our model indicated the role of selective attention in inducing
gamma-band oscillations. In the current study, external inputs
(visual stimuli and selective attention) were described using
independent Poisson spike trains. However, feedback signals in
the beta-band frequency have been observed in a variety of
sensory systems (Wang 2010). In addition, neuronal activity at
beta and gamma frequencies might interact with one another
during visual processing and selective attention. In a physiological
study, Richter et al. (2017) reported that interactions between
feedback signals from the parietal area 7a to the V1 and
feedforward stimulus-induced processing from the V1 to the V4
enhance responses to a selected stimulus. In their experiments,
the feedforward inputs of a visual stimulus seemed to be
subserved by interareal gamma-band oscillations, whereas
feedback signals might have been mediated by beta-band activity.
In a computational study, Lee et al. (2013) applied feedback signals
mediating selective attention to the layered cortical microcircuit
model of sensory cortical areas. In their model, top-down
signals were synchronized, oscillated at beta-band frequency,
and were projected to the layer 5; this increased the gamma-band
frequency power at layers 2/3. On the basis of these findings,
simulations of the current model using inputs with various
oscillatory rhythms might provide insights into the mechanisms
of attention-induced oscillatory activity for establishing visual
perception.

Distributions of synaptic conductance strength
between Pyr neurons for modulating the cortical
microcircuit responses

In our microcircuit model, synaptic strengths between excita-
tory Pyr neurons were distributed according to a long-tailed,
log-normal distribution (Song et al. 2005; Lefort et al. 2009;
Teramae et al. 2012; Nobukawa, Nishimura, et al. 2021a;
Nobukawa, Wagatsuma, et al. 2021b). This log-normal distribution
of synaptic strength between excitatory neurons seems to be
critical for determining the spatiotemporal characteristics of
neural activity and the functions of cortical networks (Hiratani
et al. 2013; Omura et al. 2015). Our previous study indicated the
important contribution of sparsely distributed, strong synapses
to the generation of neural dynamics (Nobukawa, Wagatsuma,
et al. 2021b). In this previous work, we performed simulations
of the model, which consisted of excitatory and inhibitory
neuron populations with log-normally distributed excitatory-to-
excitatory connections (although very strong synapses between

excitatory neurons were removed). Interestingly, the temporal
dynamics of the model responses in the absence of strong
excitatory-to-excitatory synaptic connections were determined
by the rhythm of external periodic inputs more than when
there were sparse, strong synapses between excitatory neurons.
Furthermore, in another study (Nobukawa, Nishimura, et al.
2021a), we applied gamma distribution—a typical but different
long-tailed distribution—to the network model of excitatory
and inhibitory neurons to investigate the influence of synaptic
connections within the excitatory population. The behaviors
of this previous model were similar to those of the model in
which excitatory-to-excitatory synapses followed a log-normal
distribution. In addition, the findings of the current study
suggest that synaptic delays as well as strengths between
excitatory neurons are important for the behaviors of model
responses (Fig. 4(j)—(1)). Further computational studies of synaptic
connections and delays between excitatory neurons are needed
to better understand the mechanism underlying the generation
of oscillatory rhythms in neuronal networks.

Discrepancies between physiological
experiments and model simulations

The neural mechanisms and functional role of the stimulus-
evoked oscillations that were generated in our model require
further investigation. Simulations with our microcircuit model
suggest that visual stimuli contribute to the generation of neural
activity with beta oscillation, whereas selective attention has a
key role in eliciting synchronized oscillations with gamma-band
activity in layers 2/3 of the V1. Previous physiological studies
have reported an increased neuronal activity of gamma-band
oscillations in the visual cortex caused by selective attention
(Womelsdorf et al. 2006; Bosman et al. 2012). Interestingly, both
visually and optogenetically induced oscillations of gamma-band
activity modulate the gain of spike responses to task-related
stimuli and directly impact behavioral response times in ani-
mals (Ni et al. 2016; Rohenkohl et al. 2018). However, in these
previous studies, neuronal responses were recorded using LFPs.
During neuronal recording, 2 visual stimuli were presented to
animals at distinct locations within their visual field. Under these
experimental conditions, animals attended to a target stimulus
or its spatial location. Additionally, coherence between spikes
and LFPs were analyzed to link synchronized neural oscillatory
activity with behaviors. Thus, an extension of our model is nec-
essary to understand the detailed mechanisms that generate
synchronized oscillations under conditions consistent with these
experiments.

As discussed previously, to physiologically analyze the char-
acteristics of neural oscillations during visual perception and
selective attention, LFP has been used to measure the responses
of neuronal populations (Womelsdorf et al. 2006; Bosman et al.
2012; Ni et al. 2016; Rohenkohl et al. 2018). In the current study,
to reduce computational costs, we used STHs of Pyr neurons as a
model of LFP based on previous studies (Buia and Tiesinga 2008;
Lee et al. 2018). However, the mechanisms and nature of LFP are
still relatively unknown (Lindén et al. 2011). To analyze the activity
of a network model, Buehlmann and Deco (2008) used 3 different
methods to compute LFP signals, which were based on spike rates,
membrane potentials, and incoming synaptic currents. These 3
measurements of LFP signals highly correlated in their study.
In addition, they reported that their qualitative results did not
depend on the LFP computational methods. Results from another
computational study suggest that a linear combination of excita-
tory and inhibitory synaptic currents that arise from a network



based on spiking model neurons can capture the time course
characteristics of LFP (Mazzoni et al. 2015). However, further
analyses of a detailed model of LFP may be necessary to further
understand the distinct roles of specific interneuron subtypes.

Some discrepancies between our simulations and previous
experiments may arise from the main limitation of our model:
It did not include experimentally observed interactions among
cortical microcircuits with different receptive fields. However, our
simulations suggested that SOM interneurons contribute to the
generation of neuronal activity with beta oscillations, which is
consistent with the physiological reports of visual areas in rodents
(Chen et al. 2017; Veit et al. 2017). In the rodent visual cortex,
both SOM interneuron responses and beta oscillation magnitudes
increase with an increase in the size of visual stimuli. Horizontal
connections across receptive fields have been proposed as the
mechanism underlying such stimulus-size-dependent modula-
tions (Ayaz et al. 2013; Vaiceliunaite et al. 2013). Furthermore, in
the cat V1, many excitatory neurons in superficial layers have
axons that project horizontally over large distances (Gilbert and
Wiesel 1979; Rockland and Pandya 1979; Gilbert and Wiesel 1983;
Hirsch and Gilbert 1991), which might induce surround modula-
tion of visual activity (Malach et al. 1993). Adesnik et al. (2012)
proposed a plausible cortical circuit mechanism for surround
modulation in visual responses: via long-range horizontal con-
nections from Pyr neurons to SOM interneurons. The resultant
modulatory effect seems to agree with concomitant modulations
of physiological responses in SOM interneurons and increased
beta oscillation magnitudes in the visual cortex of rodents. How-
ever, in our current model, no interactions occurred between units
with different receptive fields. Therefore, SOM interneurons did
not receive external excitatory signals from their surrounding
receptive fields. The mechanisms and characteristics of long-
range horizontal connections have been investigated in various
animals and cortical areas (Albowitz and Kuhnt 1993; Aroniadou
and Keller 1993; McDonald and Burkhalter 1993; Lohmann and
Rorig 1994; Ozeki et al. 2009; Van den Bergh et al. 2010; Ayaz
et al. 2013; Vaiceliunaite et al. 2013; Self et al. 2014; Wang et al.
2020). However, it remains to be explored how these surrounding
effects across receptive fields modify the dynamics of cortical
microcircuits.

Projections of visual stimuli to our microcircuit model induced
synchronized oscillatory responses in Pyr neurons (Fig. 2). How-
ever, visual stimulation has been reported to shift the V1 network
toward a more asynchronous state (Tan et al. 2014). Therefore,
visual stimulus-induced asynchronous activity possibly arises
from a tight balance between excitatory and inhibitory inputs to
neurons (Ahmandian and Miller, 2021). By contrast, in simulations
of our model with visual stimuli, excitatory synaptic currents
to some Pyr neurons seemed to be more dominant compared
with inhibitory inputs, likely because excitatory synaptic weights
between Pyr neurons obeyed a long-tailed, log-normal distribu-
tion (Teramae et al. 2012; Nobukawa, Nishimura, et al. 2021a;
Nobukawa, Wagatsuma, et al. 2021b). Because of the long-tailed
distribution of synaptic strengths between Pyr neurons, the small
numbers of synapses induced marked depolarization and activa-
tion of postsynaptic Pyr neurons. In addition, in the biological V1,
inhibitory neurons in layer 4 of the V1 seem to project to neuronal
populations in layers 2/3 (Thomson et al. 2002; Wagatsuma et al.
2011; Potjans and Diesmann 2014). For simplicity, however, we
applied only excitatory external inputs to our network. Further
analysis of the balance between excitatory and inhibitory inputs
to model neurons will provide insights into neuronal dynamics in
layers 2/3 of the V1.
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Differences among animal species in
microcircuit structure and the generation

of synchronized oscillations

Differences in cortical microcircuit structure among species may
be important for our proposed model. Because it is difficult to
obtain all necessary data from the literature on a single animal
species, we constructed a biologically plausible structure of the
cortical microcircuit model in layers 2/3 of the V1 (Fig. 1(a)), which
was based on experimental data obtained from a range of animal
species, such as the cat V1 (Binzegger et al. 2004), cat and rat
cortices (Thomson et al. 2002; Thomson and Morris 2002), mouse
visual cortex (Pfeffer et al. 2013), and mouse barrel cortex (Neske
et al. 2015). However, we assume that the cortical microcircuit
structure and the scale of its network are different among ani-
mal species. In addition, most recent experimental studies have
reported the properties of PV, SOM, VIP inhibitory interneurons
in rodents (Pfeffer et al. 2013; Neske et al. 2015; Jackson et al.
2016); it remains unclear whether these interneuron properties
are consistent with those in the monkey V1.

Neural activity with synchronized oscillations has been
observed in the V1 of various animal species. However, species-
specific properties have also been reported (see the review by Han,
Shapley, et al. (2021a)). In the macaque and cat, visual-stimulus-
induced gamma-band oscillations are generated in layers 2/3 of
the V1 and not in the lateral geniculate nucleus (Han, Wang,
et al. 2021b; Roberts et al. 2013; van Kerkoerle et al. 2014). By
contrast, in mice, gamma-band activity generated in subcortical
regions, including the lateral geniculate nucleus and retina, is
projected to input layers of the V1 (Saleem et al. 2017; Storchi
et al. 2017; Schneider et al. 2021). These findings suggest that
the mechanisms underlying synchronized oscillation generation
in the visual cortex are distinct among different animal species.
Further studies of species differences are therefore necessary
to better understand the mechanisms and roles of oscillatory
activity rhythms.

The responses in our model simulations were in good agree-
ment with prior physiological results of both attentional mod-
ulation (Womelsdorf et al. 2006; Bosman et al. 2012) and the
specific roles of distinct interneuron subtypes for the genera-
tion of specific bands of synchronized oscillations (Chen et al.
2017; Lee et al. 2018). However, the neuronal responses of these
physiological experiments were recorded from different animal
species. The effects of attentional modulation on firing rates
(McAdams and Maunsell 1999; Martinez-Trujillo and Treue 2004)
and oscillatory activity (Womelsdorf et al. 2006; Bosman et al.
2012) were observed in the monkey visual cortex. By contrast,
recent physiological studies of the mouse V1indicated the specific
roles of PV and SOM inhibitory interneurons for the generation of
gamma- and beta-band oscillations, respectively (Chen et al. 2017;
Lee et al. 2018). However, as discussed previously, both microcir-
cuit structure and the mechanisms underlying oscillatory activity
generation might be different among animal species. Although
the experimental data that are currently available for construct-
ing microcircuits of the V1 and to validate the simulation results
of our model are limited, differences between species might be
important and should be further investigated.

Possible extensions of the microcircuit model
and limitations of the present model

The current version of our model describes the circuit structure
of layers 2/3 in the V1 only. However, this is a clear oversim-
plification. Functional microcircuit units of the V1 for cortical



16 | Cerebral Cortex, 2022

information processing have a 6-layered network with excitatory
neurons and various inhibitory interneuron subtypes (Thomson
et al. 2002; Thomson and Morris 2002; Binzegger et al. 2004;
Billeh et al. 2020); this structure seems to be preserved across
all neocortical regions. Visual perception is established via intra-
and interlaminar information flow within a layered microcircuit
(Franken and Reynolds 2021). Previous computational studies
have proposed layered microcircuit models of the visual cor-
tex to explore how different inputs interact with one another
within the laminar structure to produce the neural modulations
that are observed in visual areas (Wagatsuma et al. 2011, 2013;
Lee et al. 2013, 2017; Potjans and Diesmann 2014; Schmidt et al.
2018). In addition, physiological studies in the monkey V1 have
reported the laminar dependence of spike synchrony (Smith et al.
2013) and the roles of the different cortical layers in perceiving
the figural region from the background (Self et al. 2013; van
Kerkoerle et al. 2014; Poort et al. 2016). Thus, further studies
of the complex interactions between various signals within the
layered microcircuit of primates might be necessary to better
understand the neural mechanisms of visual perception. More-
over, an extended network model with a detailed layered structure
will provide greater insight into the mechanisms of sensory pro-
cessing, and particularly attentional modulation, in cortical layers
2/3.

The present model consisted of a single cortical microcircuit
processing a single receptive field only, which limits the validity of
its predictions. During the model simulations, we applied 3 types
of external inputs: background inputs, feedforward inputs (rep-
resenting visual stimuli), and feedback signals (mediating selec-
tive attention). Background inputs were necessary for inducing
and preserving spontaneous activity in our microcircuit model,
whereas the feedforward inputs and feedback signals modu-
lated neuronal responses and oscillations. However, the cortical
microcircuit in layers 2/3 also includes rich recurrent synaptic
connections within the same layer (Callaway 1998), which might
be important for integrating various inputs to establish visual
perception (Adesnik and Scanziani 2010; Noudoost et al. 2010; Self
et al. 2013; Jia et al. 2013; Han, Wang, et al. 2021b). In addition, as
discussed in previous sections, neuronal responses in the visual
cortex are suppressed when stimuli with their preferred visual
features are provided around their receptive fields (i.e. surround
suppression) (Allman et al. 1985; Knierim and Van Essen 1992;
Jones et al. 2001, 2002; Ozeki et al. 2009). Physiological studies have
proposed that neural suppression in early vision, which occurs
via interactions between receptive fields, is mainly mediated by
long-distance horizontal connections from excitatory neurons to
inhibitory SOM interneurons (Adesnik et al. 2012; Self et al. 2014;
Chen et al. 2017). Additionally, a computational and physiological
study of the monkey V1 indicated that slow (rather than fast)
suppression activates surround suppression in output layers such
as layers 2/3 of the V1 (Wang et al. 2020). We therefore need
to extend the current model by including multiple processing
units with mutual interactions across their receptive fields and
to further clarify the roles of specific interneuron subtypes in
regulating cortical microcircuit responses.

The present model with a single functional unit did not allow
the investigation of interactions among cortical microcircuits
sharing a common receptive field. Neurons in the V2 respond
strongly to a bar presented in their receptive field if the bar is
aligned with their preferred orientation (Reynolds et al. 1999).
However, this neuronal response is markedly suppressed if the
bar is accompanied by a second bar in a nonpreferred orientation,
which implies that neuronal microcircuits with shared receptive

fields interact with one another. Computational studies have
suggested that such interactions among neuronal microcircuits
with shared receptive fields occur via horizontal connections
from excitatory to inhibitory neurons (Wagatsuma et al. 2011,
2013). Because our cortical microcircuit model described a single
functional unit with a single orientation selectivity, it was unable
to produce interactions among multiple microcircuits sharing a
common receptive field. To add this feature to our model, we first
need to know which subtype of inhibitory interneurons primarily
mediates the local interactions between cortical microcircuits
sharing a common receptive field. Thus, further experimental
studies are needed to clarify the network mechanisms of inter-
microcircuit interactions and their roles in visual perception.

Many studies have focused on the characteristics and func-
tions of interneuron subtypes in the integration of various neu-
ral signals and the regulation of neuronal activity (Adesnik and
Scanziani 2010; Adesnik et al. 2012; Pfeffer et al. 2013; Zhang
et al. 2014; Neske et al. 2015; Mardinly et al. 2016). However,
different conclusions have been reached regarding the function of
PV and SOM interneurons in orientation tuning in the visual cor-
tex: Some studies have reported that SOM interneuron activation
increases orientation selectivity, whereas PV interneuron activa-
tion contributes very little to orientation tuning (Atallah et al.
2012; Wilson et al. 2012). By contrast, another study concluded
that PV but not SOM interneurons contribute to the sharpness
of orientation tuning (Lee et al. 2012). Future extensions of our
microcircuit model may be able to explain these discrepancies
between experimental observations. We have computationally
studied the mechanisms of attentional modulation for orientation
tuning in the V1 through simulations of a layered microcircuit
model (Wagatsuma et al. 2013). In this model, the functional
units for orientation selectivity interacted with one another via
horizontal connections from excitatory to inhibitory neurons in
layers 2/3. Thus, implementing intermicrocircuit interactions in
the current model might provide insights into the interneuron
subtypes that produce neural functions.
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