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A B S T R A C T

A general framework is developed for finding the equations describing the equilibrium of an
inextensional material surface with arbitrary flat reference shape that is deformed by applying
tractions or moments to its edge. This is facilitated by using a representation of all isometric
deformations of the material surface to convert the bending energy of the material surface
to a line integral over the edge of the material surface. Euler–Lagrange equations are derived,
leading to a complete and definitive set of equilibrium equations, which are a system of ordinary
differential equations for the spatial directrix. Jump conditions that apply at points where the
tangent and/or curvature of the edge may be discontinuous are also derived. As a simple but
illustrative example, the deformation of a rectangular strip subject to various edge conditions
is studied.

. Introduction

Materials like everyday photocopy paper, which bend readily but are difficult to stretch or contract without tearing or creasing,
re often idealized as material surfaces that can sustain only isometric deformations. The problem of modeling and, in particular,
etermining the equilibrium shapes of such inextensional1 surfaces has interested researchers for more than a century, leading to a
oluminous literature. Here we mention only directly relevant contributions.

There are two conventional approaches to modeling elastic material surfaces: second-grade theory and Cosserat theory. The
heory of second-grade material surfaces, for which the response functions depend on the first and second surface gradients
f the deformation, was developed by Cohen and DeSilva (1966, 1968) and Balaban et al. (1967), among others. Most works
oncern unconstrained material surfaces. To our knowledge, a variational description of inextensional material surfaces was only
ecently presented by Chen et al. (2018a). That description is precise within the idealized framework of inextensional material
urfaces. The equilibrium equations are derived without approximation, yielding a genuinely two-dimensional theory in which the
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E-mail addresses: chen@uh.edu (Y.-C. Chen), fosdick@aem.umn.edu (R. Fosdick), eliot.fried@oist.jp (E. Fried).

1 While the term ‘inextensional’ is used widely in the literature on plates and shells when referring to material surface shapes that can sustain only isometric
eformations, alternative terms include ‘inextensible’ and ‘unstretchable’, both of which have been used to connote the inability of a ‘rod’- or ‘string’-like form
o be stretched or drawn out in length. Thus in this work, we prefer to use the first of these three alternatives.
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basic unknown quantities are functions of two variables which mark the positions of material points in space, and the resulting
equilibrium conditions are partial-differential equations. The resulting framework incorporates the possibility of tractions and
moments distributed over portions of the edge of the material surface.

The theory of Cosserat surfaces, in which each material point is endowed with directors, was developed by Cosserat and Cosserat
1909). Further contributions were made by Ericksen and Truesdell (1958), Green et al. (1965), Naghdi (1972), and Steigmann
1999). While most works deal with general theories of Cosserat surfaces, there are some efforts to study inextensional Cosserat
urfaces, most notably the work of Crochet (1971). Like the theory of second-grade material surfaces, the theory of Cosserat surfaces
s two-dimensional and gives rise to partial-differential equations.

Outside the above two approaches are some models designed specifically for inextensional material surfaces of particular geome-
ry, such as ribbons and strips. Sadowsky (1930) studied the equilibrium shape of a developable Möbius band of infinitesimal width.2

He reduced the bending energy from a surface integral to a line integral through an approximation over the width. This dimensional
reduction effectively renders the theory one-dimensional, giving rise to ordinary-differential equations. Later, Wunderlich (1962)
showed that the dimensional reduction of the bending energy can be made exact for developable Möbius bands of finite width.3
Further developments include the works of Starostin and van der Heijden (2007), Kirby and Fried (2014), Dias and Audoly (2014),
and Starostin and van der Heijden (2014).

There are unresolved issues in some of these dimensionally-reduced models. In deriving equilibrium conditions for a material
surface from a variational principle, it is crucial to first identify the entire class of kinematically admissible deformations of the given
material surface from its reference configuration. Most existing models are based on the parametric representation of rectifying
developable surfaces, with the parameters taking values in a fixed and prescribed set. However, as Chen and Fried (2016) and Chen
et al. (2018b) demonstrate, the set of such rectifying developable surfaces is not generally identical to the set of all kinematically
admissible deformations of a single given inextensional material surface.

In standard variational approaches to characterizing mechanical equilibrium, the governing equations are the Euler–Lagrange
equations arising from requiring that the first variation of a properly defined energy functional be stationary. In the existing models
for rectangular strips, the energy is taken to be a functional of the midline of the strip. As such, deriving the Euler–Lagrange
equations requires expressing the variation of the energy functional in terms of the variation of the midline and then invoking the
fundamental lemma of the calculus of variations. To our knowledge, the existing works do not follow this practice, often citing
technical difficulties, and resort to other methods to derive the equilibrium equations. The validity of such methods remains to be
verified.

Moreover, in the calculus of variations, boundary conditions should be treated via the energy functional: whereas essential
boundary conditions are incorporated through the prescription of the class of kinematically admissible deformations, natural
boundary conditions arise from varying the energy functional. The ingredients and analysis associated with boundary conditions
are missing in the existing models, excepting the two-dimensional theory of Chen et al. (2018a). Often the equilibrium equations
are derived independent of considerations of the work done by any loads that might be applied to the edge of the material surface,
and boundary conditions are added a posteriori.

The main objective of the present work is to develop a framework that is applicable to flat reference shapes of general geometry,
whereas the various models based on Wunderlich’s (1962) dimensional reduction pertain only to the particular geometry of
rectangular strips. Specifically, we present a general framework that, via standard variational methods, leads to the equilibrium
equations for inextensional material surfaces of essentially arbitrary planar reference shape.

To accomplish this goal, we first identify the entire class of kinematically admissible isometric deformations from a planar
reference configuration of arbitrary shape to a curved surface. To perform a dimensional reduction by integrating over the generators
of the deformed surface, it is important to choose a directrix that intersects all generators for any kinematically admissible
deformation. We accomplish this by choosing the edge of the surface as the directrix, as depicted in Fig. 1. Other choices of directrix,
such as midline in the case of a rectangular strip, will inevitably fail to intersect all generators for certain kinematically admissible
deformations. In contrast, under any injective deformation, the edge of a material surface is a material curve that must be preserved
regardless of reference shape. Our choice therefore ensures that the class of kinematically admissible deformations is precisely all
possible deformed shapes of the material surface of any particular reference shape. An added advantage of choosing the edge as
the directrix is that it is the actual site where tractions and moments, if present, are applied. We are consequently able to naturally
incorporate edge loads in the energy functional.

Specifically, we characterize the work done by such loads through line integrals over the edge of the material surface. Our
general representation theorem for all kinematically admissible deformations involves four variables, namely the referential and
spatial directrices and generatrices, that satisfy a set of isometric constraint conditions. Working with those conditions, we reduce
the four primitive variables to a single one, namely the directrix of the deformed surface. This effectively renders the total potential
energy as a functional of the edge of the deformed surface through a dimension reduction scheme. We further express the variation
of the energy functional in terms of the variation of the edge of the deformed surface and, thus, derive the associated Euler–Lagrange
equations. These are the desired equilibrium equations for the material surface. A prominent feature of our formulation is that the
tractions and moments applied on the edge of the material surface appear directly in the equilibrium equations. We conclude our
work with a study of the deformation of a rectangular strip under various edge conditions.

2 See Hinz and Fried (2014) for an English translation of Sadowsky’s (1930) paper.
3 See Todres (2014) for an English translation of Wunderlichs’ (1962) paper.
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Fig. 1. Schematic of a planar material surface with reference configuration  deformed isometrically to a curved surface . The edges 𝜕 of  and 𝜕 of
 serve as the referential and spatial directrices, respectively, and are indicated in red. Representative elements of the referential and spatial generatrices are
indicated in white.

Our developments are enabled by the constraint of inextensionality, which can be viewed as the constraint of rigidity in the
tangent space of the surface. It is well known that the constraint of rigidity in three dimensions leads to the representation of the
entire class of rigid-body motions for a rigid body of arbitrary geometry, completely determining the kinematical framework needed
to describe any such motion. This effectively reduces a three-dimensional problem to a problem for a mass point endowed with a
moment of inertia, and yields algebraic equilibrium equations that are now standard fare in elementary textbooks. The classical
theory of rigid-body mechanics was established in the 18th century by Euler, D’Alambert, Lagrange, and others. It is now time to
devise a comprehensive counterpart of that theory for inextensional material surfaces.

2. Representation of deformations of inextensional material surfaces

We consider an inextensional material surface that is planar in an undistorted reference configuration . The material surface
 is an open connected set in 2 which deforms under the action of prescribed edge forces and moments, as well as possible
restrictions from prescriptions of the edge placements and tangents. A deformation of the surface is expressed by a mapping 𝒚̃ from
 to a surface  in three-dimensional Euclidean point space 3, that takes a material particle with position 𝒙 in  to a point

𝒚 = 𝒚̃(𝒙) (2.1)

belonging to .
We wish to find the equilibrium shape of the material surface using a variational principle which asserts that an equilibrium

deformation is a stationary point of a properly defined energy functional among all kinematically admissible deformations. We first
identify the set of all such deformations of .

An inextensional material surface can only undergo deformations in which the length of each material filament is preserved.
Such deformations are called isometric. A representation for an isometric deformation has been reported by Dias and Audoly (2014,
eq. (5)) and Chen et al. (2015, eqs. (24) and (47)). In those works, it is shown that if  isometrically deforms to a surface , then
locally  and  must admit parametric representations of the form

𝒙 = 𝒙̂(𝛼, 𝛽) = 𝒂(𝛼) + 𝛽𝒃(𝛼) and 𝒚 = 𝒚̂(𝛼, 𝛽) = 𝒅(𝛼) + 𝛽𝒆(𝛼), (2.2)

where the mappings 𝒂, 𝒃, 𝒅, and 𝒆 must satisfy conditions required by the constraint of inextensionality as described below, and
the common parameters 𝛼 and 𝛽 establish a one-to-one correspondence between the material points of  and the material points
of  and, hence, a deformation from  to . The representations (2.2) for  and  are those for ruled surfaces, which can be
generated by the continuous motion of a straight line, called a generator (or ruling). There is a one-to-one correspondence between
the generators of  and the generators of  through the parameter 𝛼 in (2.2). Whereas Chen et al. (2015) directly used the constraint
of inextensionality to derive these relations, Dias and Audoly (2014) presented them, without proof, as a corollary of the observation
that an inextensional planar strip can deform only to a developable surface.

The derivation of (2.2) is based solely on local considerations and, thus, generally applies only in some neighborhood of each
material point. For the purposes of the present work, we tacitly assume that the entire planar region  and therefore the entire
surface  can be represented in the parametric forms (2.2), where the mappings 𝒂, 𝒃, 𝒅, and 𝒆 need not be smooth; furthermore, 𝒃
and 𝒆 may even be discontinuous. This permits us to consider a large class of planar reference configurations, including choices of
 that are non-convex and connected (but possibly multiply connected), with virtually all possible arrangements of generators.
3
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The constraint of inextensionality places restrictions on the functions 𝒙̂ and 𝒚̂ entering (2.2), and therefore, on the referential
and spatial directrices 𝒂 and 𝒅 and the referential and spatial generatrices 𝒃 and 𝒆. Specifically, the deformation represented by
2.2) is isometric if and only if

|𝒙̂,𝛼| = |𝒚̂,𝛼|, |𝒙̂,𝛽 | = |𝒚̂,𝛽 |, and 𝒙̂,𝛼 ⋅𝒙̂,𝛽 = 𝒚̂,𝛼 ⋅𝒚̂,𝛽 , (2.3)

where a comma followed by 𝛼 or 𝛽 denotes the partial derivative with respect to the corresponding parameter. Equivalently, with
reference to (2.2), the conditions in (2.3) are met if and only if

|𝒃| = 1, |𝒆| = 1, |𝒂′| = 1, |𝒅′
| = 1, |𝒃′| = |𝒆′|, 𝒂′⋅𝒃 = 𝒅′⋅𝒆, and 𝒂′⋅𝒃′ = 𝒅′⋅𝒆′, (2.4)

here a prime is now and hereafter used to denote differentiation with respect to the parameter 𝛼. Rather than being consequences
f the constraint of inextensionality, the normalization conditions (2.4)1–4 on 𝒃, 𝒆, 𝒂′, and 𝒅′ have been imposed for convenience
ithout loss of generality.

We say that (2.2) is a representation of an isometric deformation from  to  in the sense that:

(i) for given choices of 𝒂, 𝒃, 𝒅, and 𝒆 satisfying (2.4), the relations in (2.2) define an isometric deformation 𝒚̃ from  to ;
(ii) for a given isometric deformation 𝒚̃ from  to , there exist functions 𝒂, 𝒃, 𝒅, and 𝒆 satisfying (2.4), such that

𝒚̃(𝒂(𝛼) + 𝛽𝒃(𝛼)) = 𝒅(𝛼) + 𝛽𝒆(𝛼) (2.5)

for 𝛼 and 𝛽 in some properly defined set  .

s Chen et al. (2018b) explain, the parameter set  varies from problem to problem and can only be prescribed under certain
ecidedly peculiar and, thus, far from general circumstances. This is because the generators, along which the parameter 𝛼 is constant,
enerally depend on the deformation. Consequently, the parameter set  is also dependent on the deformation and cannot generally
e prescribed a priori. In general, finding an isometric deformation from an inextensional material surface with a given undistorted
eference configuration  to a deformed configuration  will subsequently result in the determination of a corresponding parameter
et  .

Interpreted strictly, the terms ‘‘referential directrix’’ and ‘‘spatial directrix’’ refer to the curves parametrized by 𝒂 and 𝒅. However,
or brevity we also apply those terms to 𝒂 and 𝒅. Homologously, we apply the terms ‘‘referential generatrix’’ and ‘‘spatial generatrix’’
o 𝒃 and 𝒆, which determine the referential and spatial generators that result from varying 𝛽 on the right-hand sides of (2.2)1 or
2.2)2 while holding 𝛼 fixed.

. Covering of . Referential directrix

An issue of essential importance in the representation (2.2) is that  must be completely covered by the mapping 𝒙̂ in (2.2)1.
ndeed,  is a prescribed planar region, while 𝒙̂ is dependent on the deformation of . Yet, 𝒙̂ must map the set  of parameters 𝛼
nd 𝛽 exactly onto , preserving in the process the material identity of the points that comprise both  and . As a consequence of
his requirement, the set  is generally dependent on the deformation and cannot generally be prescribed a priori, as noted above.
n spite of this,  is taken to be a fixed set in most of the existing literature. That practice is highly restrictive and can result in 
ot being covered by a mapping 𝒙̂ from a fixed set  . In addition, it can result in situations in which 𝒙̂ maps  to a planar region
hich includes points not contained in . Hence, the practice of fixing  a priori is generally at odds with the need to maintain

he identity of the material points comprising  and any deformed image  resulting from a deformation of .
A closely related issue arises in connection with the choice of referential directrix 𝒂. A deformation can be equivalently

epresented by different referential directrices. A particular choice of the directrix is often made for convenience. Indeed, in all
xisting works concerning rectangular reference shapes, the midline of the rectangle is chosen as the referential directrix. This,
mong other things, is the source of the aforementioned covering problem, as all the generators emanating from the midline do
ot generally cover a rectangular strip  and some generators do not intersect the midline at all. Moreover, since a nonrectangular
eference shape need not have a distinguished midline, applying the midline-based approach is generally problematic.

To overcome these difficulties, we propose to use the edge (or boundary) 𝜕 of  as the referential directrix and, thus, necessarily,
y (2.5), the corresponding edge (or boundary) 𝜕 of  as the spatial directrix. The merit of this choice is obvious: For any
eformation, each referential generator must intersect the edge. Moreover, the totality of all generators emanating from the edge
rovides a complete and exact covering of . In view of these observations, the edge 𝜕 of a reference configuration  is intrinsic
nd, thus, a natural choice for the referential directrix.

An immediate observation is that the edge 𝜕 intersects each generator twice, which implies that  will be covered twice if 𝜕
s taken as the referential directrix. To retain clarity, we first proceed by taking, as the directrix, a part of 𝜕 that intersects each
enerator only once, and subsequently in Section 7 change to the entire 𝜕 with the recognization that doing so only results in a
ultiplicity factor of two in the total elastic bending energy functional.

We assume that the edge 𝜕 of  is a closed curve of length 𝜄 without points of self-contact and, thus, that it is possible to
arametrize 𝜕 by

𝒙 = 𝒙̃(𝛼), (3.1)
4
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Fig. 2. Schematic of a planar material surface with reference configuration  deformed isometrically to a curved surface . The complete edge 𝜕 of  is
parametrized beginning at the point labeled 𝛼 = 0 at the lower left-hand corner and ending at the same point labeled 𝛼 = 𝜄, the direction of traversal being
counterclockwise. The subset of 𝜕 that is identified as the referential directrix begins at the point labeled 𝛼 = 𝛼1 = 0 and ends at the point labeled 𝛼 = 𝛼2. The
corresponding points on the spatial directrix are also indicated. As in Fig. 1, representative elements of the referential and spatial generatrices are indicated in
white.

where the mapping 𝒙̃ satisfies

𝒙̃(𝜄) = 𝒙̃(0) and 𝒙̃(𝛼1) ≠ 𝒙̃(𝛼2) whenever 𝛼1 ≠ 𝛼2 (3.2)

in conjunction with the normalization condition

|𝒙̃′| = 1. (3.3)

Here, we have used 𝛼, one of the two parameters entering the representation of the isometric deformation (2.2), as the independent
variable in the parametrization (3.1) of 𝜕. This choice is consistent with the anticipated use of 𝜕 as the referential directrix.

Before using the entire edge 𝜕 of  as the referential directrix, we first choose an appropriate part of 𝜕 as the referential
directrix. For an admissible deformation of  and the associated generators, there exist two points 𝛼1 and 𝛼2 on 𝜕, satisfying
0 ≤ 𝛼1 < 𝛼2 < 𝜄, such that all generators are sandwiched between these two points, as illustrated in Fig. 2. Without loss of generality,
we take the part of 𝜕 that lies between 𝛼1 and 𝛼2 as the referential directrix:

𝒂(𝛼) ≡ 𝒙̃(𝛼), 𝛼 ∈ [𝛼1, 𝛼2]. (3.4)

It is then obvious that the totality of the generators emanating from the chosen referential directrix establishes a complete and
exact covering of . Moreover, each generator associated with 𝛼 ∈ (𝛼1, 𝛼2) intersects 𝜕 at exactly two points, 𝒙̃(𝛼) and 𝒙̃(𝛼̄), where
𝛼̄ ∈ (𝛼2, 𝜄] ∪ [0, 𝛼1). It therefore follows from (2.2)1 that

𝒙̃(𝛼̄) = 𝒂(𝛼) + 𝛽(𝛼)𝒃(𝛼), (3.5)

where 𝛽(𝛼) is the length of the generator associated with 𝛼. The set  of the parameters 𝛼 and 𝛽 is consequently given by

 = {(𝛼, 𝛽) ∈ R2 ∶ 𝛼1 ≤ 𝛼 ≤ 𝛼2, 0 ≤ 𝛽 ≤ 𝛽(𝛼)}. (3.6)

From (3.6) it is evident that  so defined is not a fixed set, as it depends on the deformation 𝒚̃ through the associated referential
generatrix 𝒃.

It is required in differential geometry that the parametric representations (2.2) for  and  be regular in the sense that the
vectors 𝒙̂,𝛼 and 𝒙̂,𝛽 (and, hence, by (2.3)3, the vectors 𝒚̂,𝛼 and 𝒚̂,𝛽) are linearly independent:

𝒂′ × 𝒃 ≠ 𝟎 (and 𝒅′ × 𝒆 ≠ 𝟎). (3.7)

Many developments in differential geometry, such as the normal vector to a surface, the area of a surface, the curvatures of a surface,
and the fundamental forms of a surface, depend on this requirement. The regularity condition (3.7) requires that a generatrix not
coincide with the directrix. However, in practice, we often need to consider cases in which a generatrix and the directrix coincide;
this is necessary, for example, if the midline of a rectangular strip is taken as the directrix and the strip is bent about the midline.
Throughout this work, we assign the boundary of  to be the referential directrix. If a part of the boundary of  is a connected
straight line and a generatrix coincides with that part of 𝜕, then special considerations become necessary. In Section 9.3, we
consider such a degenerate case and present a strategy for handling it.
5
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4. Reduction of the kinematical variables and constraints

In variational principles of classical mechanics, an equilibrated deformation renders a properly defined energy functional
tationary. For the problem at hand, a deformation of a material surface with reference configuration  is represented by (2.2)

with the kinematical variables 𝒂, 𝒃, 𝒅, and 𝒆, which are subjected to the constraints (2.4). This leads to a constrained variational
problem. A standard approach to such problems is to augment the energy functional with terms involving the constraints and
associated Lagrange multiplier fields that represent reactions to the constraints. In this work, we seek to reduce the number of
the constraints and, thus, Lagrange multipliers. Specifically, we will show that for the given referential directrix 𝒂 and a spatial
directrix 𝒅 that satisfy certain reasonable conditions, the constraints (2.4) can be used to determine the referential generatrix 𝒃 and
he spatial generatrix 𝒆. This effectively reduces the number of the kinematical variables to one, namely 𝒅. A profound implication
f this finding is that a prescription of an appropriate part of the edge 𝜕 determines the entire surface .

We establish this result in several propositions.

roposition 1. Let the referential directrix 𝒂 ∶ [𝛼1, 𝛼2] → 2 be given by (3.4), and let a spatial directrix be given by a mapping
∶ [𝛼1, 𝛼2] → 3, that satisfies (2.4)4. If 𝒅′′ ≠ 𝟎 in [𝛼1, 𝛼2], then there exist mappings 𝒃 ∶ [𝛼1, 𝛼2] → 2 and 𝒆 ∶ [𝛼1, 𝛼2] → 3, as
epicted in Fig. 3, that satisfy (2.4)1−2,5−7, given respectively by

𝒃 = cos 𝜃𝒂′ + sin 𝜃 𝒋 (4.1)

nd

𝒆 = cos 𝜃𝒅′ + sin 𝜃
(

cos𝜙 𝒅′′

|𝒅′′
|

+ sin𝜙𝒅′ × 𝒅′′

|𝒅′′
|

)

, (4.2)

here 𝒋 is a unit vector orthogonal to 𝒂′ and is directed toward the interior of , and where the mappings 𝜃 ∶ [𝛼1, 𝛼2] → [0, 𝜋] and
∶ [𝛼1, 𝛼2] → [0, 𝜋] are given by

𝜃 = arctan
|𝒅′′

| sin𝜙
𝜏 + 𝜙′ (4.3)

nd

𝜙 = arccos
𝒂′′ ⋅𝒋
|𝒅′′

|

, (4.4)

ith 𝜏, the torsion of the spatial directrix, being given by

𝜏 =
(𝒅′ × 𝒅′′)⋅𝒅′′′

|𝒅′′
|

2
. (4.5)

roof. The condition (2.4)1 follows from (2.4)3 and the definition of 𝒋. The condition (2.4)2 follows from (4.2) with the observation
hat 𝒅′, 𝒅′′∕|𝒅′′

|, and 𝒅′ × 𝒅′′∕|𝒅′′
| are orthonormal. The condition (2.4)6 follows from (4.1) and (4.2), again with the observation

that 𝒂′ and 𝒋 are orthonormal, and that 𝒅′, 𝒅′′∕|𝒅′′
|, and 𝒅′ × 𝒅′′∕|𝒅′′

| are orthonormal.
Furthermore, differentiation of (4.1) and (4.2) with repeated use of the conditions (2.4)1,2 gives

𝒃′ = −𝜃′ sin 𝜃 𝒂′ + cos 𝜃 𝒂′′ + 𝜃′ cos 𝜃 𝒋 + sin 𝜃 𝒋′ (4.6)

and

𝒆′ = −(𝜃′ + |𝒅′′
| cos𝜙) sin 𝜃𝒅′ +

(

cos 𝜃 +
𝜃′ cos𝜙 cos 𝜃 − (𝜏 + 𝜙′) sin𝜙 sin 𝜃

|𝒅′′
|

)

𝒅′′ +
𝜃′ sin𝜙 cos 𝜃 + (𝜏 + 𝜙′) cos𝜙 sin 𝜃

|𝒅′′
|

𝒅′ × 𝒅′′. (4.7)

By (4.4), (4.6), (4.7), and the orthogonality of the various vectorial quantities, we see that

𝒂′ ⋅𝒃′ = −(𝜃′ + 𝒂′′ ⋅𝒋) sin 𝜃 = −(𝜃′ + |𝒅′′
| cos𝜙) sin 𝜃 = 𝒅′ ⋅𝒆′, (4.8)

from which the condition (2.4)7 follows. Finally, by (4.3), (4.4), (4.6), (4.7), and the orthogonality of various vector functions, we
find that

|𝒃′|2 = (𝜃′ + |𝒅′′
| cos𝜙)2 sin2 𝜃 + (𝜃′ + |𝒅′′

| cos𝜙)2 cos2 𝜃

= (𝜃′ + |𝒅′′
| cos𝜙)2 sin2 𝜃 + (|𝒅′′

| cos 𝜃 + 𝜃′ cos𝜙 cos 𝜃 − (𝜏 + 𝜙′) sin𝜙 sin 𝜃)2 + (𝜃′ sin𝜙 cos 𝜃 + (𝜏 + 𝜙′) cos𝜙 sin 𝜃)2

= |𝒆′|2, (4.9)

hich leads to (2.4)5 and, thus, establishes the proposition. □

In a more general sense, the idea underlying Proposition 1 is that the action of deforming a material curve of a planar
nextensional material surface to a space curve of nonvanishing curvature determines a unique surface to which the portion of the
aterial surface between the two end generators is isometrically deformed. Specially, it has been presumed in Proposition 1 that

he reference configuration  is between the two end generators. The conditions under which that assumption holds are presented
6

ater in this section.
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Fig. 3. Illustration of Proposition 1 and the generation of a developable surface from a curve: (a) The reference configuration , the portion of 𝜕 that serves
as the anticipated referential directrix (red), and the remainder of 𝜕 (green). The unit tangent 𝒂′ to the referential directrix is depicted at a representative
point. (b) The assignment of a spatial directrix (red). Also depicted is the unit tangent 𝒅′ at the point corresponding to the point of the reference directrix where
𝒂′ appears in (a). (c) The spatial generatrix 𝒆, determined by using (4.2). Also depicted is the angle 𝜃 between 𝒅′ and 𝒆 at the point of the spatial directrix
shown in (b), determined using (4.3). (d) A portion of the developable ruled surface, indicated in gray, consisting of the continuous distribution of generators
comprising the spatial generatrix. (e) Representative elements (white), of the referential generatrix, determined using (4.1). The angle 𝜃 (yellow) between 𝒂′ and
the corresponding referential generatrix 𝒃 at the point of the referential directrix considered in (a) are also depicted. The length of each referential generator is
determined consistent with (3.5).

We observe for the record that the condition

|𝒅′′
| ≥ |𝒂′′|, (4.10)

which is a direct consequence of (2.4)3,4,6,7, is imposed throughout this work. Since (2.4)3,4 are innocuous normalization conditions
and (2.4)6,7 must hold to ensure that the deformation with parametric representation (2.2) is isometric, (4.10) is a compulsory
requirement and, thus, does not constitute an additional restriction.

Proposition 1 implies that associated with a space curve {𝒅(𝛼) ∶ 𝛼1 ≤ 𝛼 ≤ 𝛼2} of nonvanishing curvature, there exists a unique
developable surface, given by (2.2)2, in conjunction with a planar region given by (2.2)1. Next we consider the complementary case
where the 𝒅′′ vanishes on a part of the spatial directrix 𝒅.

Proposition 2. Let the referential directrix 𝒂 ∶ [𝛼1, 𝛼2] → 2 be given by (3.4), and let the spatial directrix be given by a mapping
𝒅 ∶ [0, 𝜄] → 3, that satisfies (2.4)4. If 𝒅′′ = 𝟎 in a subinterval [𝛼3, 𝛼4] ⊂ [𝛼1, 𝛼2], then there exist mappings 𝒃 ∶ [𝛼1, 𝛼2] → 2 and
𝒆 ∶ [𝛼1, 𝛼2] → 3 that satisfy (2.4)1−2,5−7, given respectively by

′

7

𝒃 = cos 𝜃𝒂 + sin 𝜃 𝒋 (4.11)
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Fig. 4. Illustration, utilizing the planar material surface with reference configuration  depicted in Fig. 1, of the geometric requirement that all referential
generators are between the endpoints 𝒙̃(𝛼1) and 𝒙̃(𝛼2) of the referential directrix. The enlarged portions of  are magnified by a factor of three and yellow
triangles are used to represent the angles 𝜃(𝛼1 − 𝜖) and 𝜃(𝛼2 − 𝜖).

and

𝒆 = cos 𝜃 𝒅′ + sin 𝜃 𝒈, (4.12)

where 𝒋 is a unit vector orthogonal to 𝒂′ and is directed toward the interior of , 𝒈 is a constant unit vector orthogonal to 𝒅′, and
𝜃 ∶ [𝛼1, 𝛼2] → [0, 𝜋] is an arbitrary mapping.

Proof. Since |𝒅′′
| = 0 in the subinterval [𝛼3, 𝛼4], it follows from (4.10) that |𝒂′′| = 0. Hence, 𝒂′, and therefore 𝒋, must be constant.

The conditions (2.4)1,2,5−7 follow from a similar, but much shorter, calculation to that used to establish Proposition 1. □

Unlike Proposition 1, the referential and spatial generatrices, 𝒃 and 𝒆, and the surface  generated by the spatial directrix 𝒅 are
not unique in Proposition 2. This is a consequence of the arbitrariness of the constant vector 𝒈 and of the mapping 𝜃. If the spatial
directrix 𝒅 has nonvanishing curvature outside the interval (𝛼3, 𝛼4), then it is possible to choose 𝒈 and 𝜃 so that the generatrices 𝒃
and 𝒆 and surface  generated from the spatial directrix 𝒅 are continuous at 𝛼3 and 𝛼4.

We now wish to determine the conditions under which the planar region parametrized by (2.2)1 with 𝛼 ∈ [𝛼1, 𝛼2] and 𝛽 ∈ [0, 𝛽]
is precisely . This requires that no two generators intersect in the interior of  and that the referential generators be, as discussed
in the last paragraph of Section 3, sandwiched between the endpoints 𝒙̃(𝛼1) and 𝒙̃(𝛼2) of the referential directrix 𝒂. In other words,
the totality of the generators emanating from the portion of the edge 𝜕 given by 𝒙̃(𝛼), 𝛼 ∈ [𝛼1, 𝛼2], covers the given planar region
 completely.

We note that all generators emanating from the referential directrix 𝒅 cover  if and only if that region is between the two
outermost generators passing through the endpoints 𝒙̃(𝛼1) and 𝒙̃(𝛼2) of the referential directrix, or, if and only if the referential
generator 𝛽𝒃(𝛼1 + 𝜖) and the edge near 𝒙̃(𝛼1) form a diminishing triangle (or degenerate triangle) as 𝜖 → 0+, and the referential
generator 𝛽𝒃(𝛼2 − 𝜖) and the edge near 𝒙̃(𝛼2) form a diminishing triangle (or degenerate triangle) as 𝜖 → 0+. A simple geometric
illustration in the inserts of Fig. 4 reveals that the foregoing statements are equivalent to the conditions

cos 𝜃(𝛼1 + 𝜖) ≤ −𝒙̃′(𝛼1 − 𝜖)⋅𝒙̃′(𝛼1 + 𝜖), as 𝜖 → 0+,

cos 𝜃(𝛼2 − 𝜖) ≥ 𝒙̃′(𝛼2 − 𝜖)⋅𝒙̃′(𝛼2 + 𝜖), as 𝜖 → 0+.

}

(4.13)

The inequalities (4.13) express the requirement that the tangent lines of 𝜕 must reside on one side of the referential generators at
𝒙̃(𝛼1) and at 𝒙̃(𝛼2), which is equivalent to the requirement that all referential generators must reside between the point 𝒙̃(𝛼1) and
the point 𝒙̃(𝛼2). In the case where 𝜕 is smooth at 𝛼 = 𝛼1 and 𝛼 = 𝛼2, we recognize that 𝒙̃′(𝛼1 − 𝜖) = 𝒙̃′(𝛼1 + 𝜖) as 𝜖 → 0+ and
𝒙̃′(𝛼2 − 𝜖) = 𝒙̃′(𝛼2 + 𝜖) as 𝜖 → 0+. By (4.13), 𝜃 must then satisfy

𝜃(𝛼1) = 𝜋 and 𝜃(𝛼2) = 0, (4.14)

meaning that, as expected, the referential generators at the points 𝒂(𝛼1) and 𝒂(𝛼2) of 𝜕 are tangent to 𝜕 at those points.
We next show that no two referential generators intersect in the interior of  only if the condition

𝜃′ + 𝒂′′ ⋅𝒋 ≤ sin 𝜃
𝛽(𝛼)

(4.15)

is satisfied in the interval (𝛼1, 𝛼2). Let 𝛼 and 𝛼̃ be in [𝛼1, 𝛼2], with 𝛼 ≠ 𝛼̃. Then the generators associated with 𝛼 and 𝛼̃ are given,
respectively, by 𝒂(𝛼)+𝛽𝒃(𝛼) and 𝒂(𝛼̃)+𝛾𝒃(𝛼̃), with the variables 𝛽 and 𝛾 taking values in appropriate intervals. These two generators
intersect at the point

𝒂(𝛼) + 𝛽𝒃(𝛼) = 𝒂(𝛼̃) + 𝛾𝒃(𝛼̃). (4.16)

Taking the scalar product of (4.16) with 𝒃′(𝛼̃), we see that

𝛽𝒃(𝛼)⋅𝒃′(𝛼̃) = (𝒂(𝛼̃) − 𝒂(𝛼))⋅𝒃′(𝛼̃). (4.17)

The assumption that two generators not intersect in the interior to  then requires that the condition

1 =
𝒃(𝛼)⋅𝒃′(𝛼̃) ≤ 1 (4.18)
8

𝛽 (𝒂(𝛼̃) − 𝒂(𝛼))⋅𝒃′(𝛼̃) 𝛽(𝛼)
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must hold for all 𝛼 and 𝛼̃, 𝛼 ≠ 𝛼̃, in [𝛼1, 𝛼2]. Passing to the limit 𝛼̃ → 𝛼 in (4.18), we find that

1
𝛽(𝛼)

≥ lim
𝛼̃→𝛼

𝒃(𝛼)⋅𝒃′(𝛼̃)
(𝒂(𝛼̃) − 𝒂(𝛼))⋅𝒃′(𝛼̃)

= − lim
𝛼̃→𝛼

𝒃′(𝛼)⋅𝒃′(𝛼̃)
𝒂′(𝛼)⋅𝒃′(𝛼̃)

= −
|𝒃′(𝛼)|2

𝒂′(𝛼)⋅𝒃′(𝛼)
, (4.19)

hich, with aid of (4.6), establishes (4.15) as a condition necessary to ensure that no two generators intersect in the interior of .
The above propositions establish a one-to-one correspondence between a surface  that is isometrically deformed from a given

lanar inextensional material surface with reference configuration  and a part of the edge 𝜕 of . While it is obvious that the
escription of  determines the entirety, and therefore any part of its edge 𝜕, the converse is far less apparent. That the surface
is completely determined by the shape of that portion of its edge 𝜕 corresponding to the spatial directrix 𝒅 is a consequence

f the constraint of inextensionality, as manifested by the conditions in (2.3) or the equivalent conditions in (2.4). In this regard,
t is important to recognize that the endpoints 𝛼1 and 𝛼2 depend on the deformation of  and must be determined as part of the
olution to any given problem.

It is also important to note that the construction described above is purely kinematical. As such, there is no reason to expect that
ny particular surface  generated from a part of its edge  by the described procedure is in a state of equilibrium. The next objective
f this work is to derive the equilibrium equations and, therefore, the conditions under which the deformed surface  is in a state of
quilibrium. As shall be seen, a remarkable finding is that any surface  generated as described can be maintained in equilibrium,
rovided the edge traction and edge moment can be assigned on 𝜕 as required. Of course, the required edge traction and edge
oment satisfy certain global equilibrium conditions, that is, the resultant edge traction (including any reaction edge traction if the
lacement of a part of the edge is prescribed) and the resultant edge moment (including any reaction edge moment) must both vanish.
his result exposes a major difference between inextensional and unconstrained material surfaces. While prescribing the placement
f a part of the edge of an unconstrained material surface is not generally sufficient to determine a unique deformation of that
urface, such a prescription can completely determine the deformation of an inextensional material surface. Also, an unconstrained
aterial surface cannot generally be maintained in a deformed state of equilibrium by edge tractions and edge moments alone.

. Frenet frame and Darboux frame

Reducing the active kinematical variables to the spatial directrix 𝒅 enables us to express other quantities in terms of 𝒅. Thus far,
e have assumed that 𝒅 corresponds to a portion of the edge 𝜕 of . For further analysis, we introduce two conventional triads,
r moving frames, along the spatial directrix 𝒅.

A commonly used frame associated with a space curve with parametrization 𝒅 is the positively oriented Frenet triad, denoted
ere by {𝒕, 𝒖, 𝒗} and defined in accord with4

𝒕 ≡ 𝒅′, 𝒖 ≡ 𝒅′′

|𝒅′′
|

, and 𝒗 ≡ 𝒅′ × 𝒅′′

|𝒅′′
|

. (5.1)

straightforward calculation leads to the Frenet–Serret relations

𝒕′ = 𝜅𝒖, 𝒖′ = −𝜅𝒕 + 𝜏𝒗, 𝒗′ = −𝜏𝒖, (5.2)

here 𝜅 is the curvature of 𝒅, as given by

𝜅 = |𝒅′′
|, (5.3)

nd 𝜏 is the torsion of 𝒅, as given by (4.5). If 𝒅′′ = 𝟎, the Frenet frame is not uniquely defined. In that case, we can identify 𝒖 with
ny unit vector orthogonal to 𝒅′ and take 𝒗 to be given by 𝒗 = 𝒕 × 𝒖. Then, the Frenet–Serret relations (5.2) again hold with 𝜅 = 0
nd 𝜏 = 𝒖′ ⋅𝒗.

Since the spatial directrix 𝒅 is a part of the boundary 𝜕 of the deformed surface , there are certain advantages to adopting
he positively oriented Darboux triad {𝒕, 𝒈,𝒏} associated with the boundary 𝜕 of the deformed surface . Here, 𝒕 is again the unit
angent vector along 𝒅, 𝒏 is a unit normal vector to  at the boundary 𝜕 given by

𝒏 = 𝒕 × 𝒆
|𝒕 × 𝒆|

, (5.4)

nd 𝒈 is a unit tangent-normal vector to 𝜕, given by

𝒈 = 𝒏 × 𝒕. (5.5)

ince 𝒕 and 𝒈 span the tangent space of the deformed surface  at its edge 𝜕, the spatial generatrix 𝒆 can be conveniently expressed
in terms of those vectors. Indeed, it follows from (4.2) that 𝒕⋅𝒆 = cos 𝜃, and it follows from (5.4) and (5.5) that

𝒆 = (𝒕⋅𝒆)𝒕 + |𝒕 × 𝒆|𝒈 = cos 𝜃 𝒕 + sin 𝜃𝒈. (5.6)

4 The unconventional symbols 𝒖 and 𝒗 chosen for the unit normal and unit binormal along the curve parametrized by 𝒅 have been chosen to avoid conflict
9

with the earlier use of 𝒃 to denote the referential generatrix and the subsequent use of 𝒏 to denote a unit normal to .
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Fig. 5. Left: The Darboux triad {𝒕, 𝒈,𝒏} at a representative point on the boundary 𝜕 of . Right: The unit normal 𝒏 and unit tangent-normal 𝒈 (black) of the
Darboux frame, unit normal 𝒖 and unit binormal 𝒗 (cyan) of the Frenet frame, and angle 2𝜋 − 𝜙 (green) at the point of the directrix shown on the left, viewed
in the direction of increasing arclength along 𝜕 (so that 𝒕 is directed into the page).

With reference to (4.2), (5.1), (5.4), and (5.6), we find that the base vectors of the Darboux and Frenet triads {𝒕, 𝒈,𝒏} and {𝒕, 𝒖, 𝒗}
are related by

𝒈 = cos𝜙𝒖 + sin𝜙𝒗 and 𝒏 = − sin𝜙𝒖 + cos𝜙𝒗, (5.7)

where 𝜙, introduced in (4.4), defines the angle about 𝒕 between the two frames {𝒈,𝒏} and {𝒖, 𝒗}. By (5.2) and (5.7), we find,
furthermore, that the arclength derivatives of 𝒕, 𝒈, and 𝒏 can be expressed as

𝒕′ = 𝜅(cos𝜙𝒈 − sin𝜙𝒏), 𝒈′ = −𝜅 cos𝜙 𝒕 + (𝜏 + 𝜙′)𝒏, and 𝒏′ = 𝜅 sin𝜙 𝒕 − (𝜏 + 𝜙′)𝒈. (5.8)

A depiction of the Darboux frame and its relation to the Frenet frame at a point on 𝜕 is provided in Fig. 5.

6. Curvatures of the deformed surface

The curvatures of the deformed surface  are defined via the variation of a unit vector normal to . By the parametrization
(2.2)2 of , vectors 𝒚̂,𝛼 and 𝒚̂,𝛽 are tangent to . A vector normal to  at a point 𝒚̂(𝛼, 𝛽) is accordingly given by

𝝂 = 𝒚̂,𝛼 × 𝒚̂,𝛽 = (𝒅′ + 𝛽𝒆′) × 𝒆. (6.1)

Using (4.3), (4.4), (5.6), and (5.8)1,2 in (6.1), we find that 𝝂 admits an alternative representation of the form

𝝂 = (sin 𝜃 − 𝛽(𝜃′ + 𝒂′′ ⋅𝒋))𝒅′ × 𝒈. (6.2)

Granted that the point 𝒚̂(𝛼, 𝛽) is interior to , we see that 0 < 𝛽 < 𝛽(𝛼), and, thus, by (4.15), that

sin 𝜃 − 𝛽(𝜃′ + 𝒂′′ ⋅𝒋) > 0. (6.3)

A unit vector normal to  can then be defined by dividing 𝝂 by its magnitude, yielding
𝝂
|𝝂|

= 𝒅′ × 𝒈. (6.4)

Since both 𝒅 and 𝒈 depend only on 𝛼, so does the unit normal vector defined in (6.4). Thus, the unit normal vector to  does not
vary along a generator. Moreover, it follows from (5.1)1, (5.5), and (6.4) that

𝝂
|𝝂|

= 𝒕 × 𝒈 = 𝒏. (6.5)

Hence, the unit vector normal to  agrees with one of the Darboux vector 𝒏 defined by (5.4), and that vector will henceforth be
denoted by 𝒏.

In differential geometry, it is well known that the minimum normal curvature 𝜅1 and the maximum normal curvature 𝜅2 of a
surface  with parametrization 𝒚̂ ∶  → 3 can be determined by solving the eigenvalue problem

(𝐼𝐼 − 𝜅𝑖𝐼)𝒆𝑖 = 𝟎, 𝑖 = 1, 2 (no sum), (6.6)

where 𝐼 and 𝐼𝐼 , the matrix representations of the first and second fundamental forms of , are given by

𝐼 =
[

|𝒚̂,𝛼|2 𝒚̂,𝛼 ⋅𝒚̂,𝛽
2

]

and 𝐼𝐼 =
[

−𝒚̂,𝛼 ⋅𝒏,𝛼 −𝒚̂,𝛼 ⋅𝒏,𝛽
]

, (6.7)
10

𝒚̂,𝛼 ⋅𝒚̂,𝛽 |𝒚̂,𝛽 | −𝒚̂,𝛽 ⋅𝒏,𝛼 −𝒚̂,𝛽 ⋅𝒏,𝛽
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respectively, and 𝒆𝑖 represents the principal direction corresponding to the principal curvature 𝜅𝑖. To determine expressions for 𝜅1
and 𝜅2 of , we first observe from (2.2)2 and (2.4)2 that

|𝒚̂,𝛽 | = 1. (6.8)

Furthermore, since 𝒚̂,𝛼 is in the tangent space of , we find, by (2.2)2, that

𝒚̂,𝛼 ⋅𝒏 = (𝒅′ + 𝛽𝒆′)⋅𝒏 = −𝛽𝒆⋅𝒏′ = −𝛽𝒚̂,𝛽 ⋅𝒏,𝛼 = 0. (6.9)

Using (6.8) and (6.9), we find that (6.6) reduces to
[

𝒚̂,𝛼 ⋅𝒏,𝛼 + 𝜅𝑖|𝒚̂,𝛼|2 𝜅𝑖𝒚̂,𝛼 ⋅𝒚̂,𝛽
𝜅𝑖𝒚̂,𝛼 ⋅𝒚̂,𝛽 𝜅𝑖

]

𝒆𝑖 = 𝟎, 𝑖 = 1, 2 (no sum), (6.10)

from which we find that

𝜅1 = 0 and 𝜅2 = −
𝒚̂,𝛼 ⋅𝒏,𝛼

|𝒚̂,𝛼 × 𝒚̂,𝛽 |2
= −

𝒚̂,𝛼 ⋅𝒏′

|𝝂|2
. (6.11)

rom (6.10) we also deduce that the principal direction 𝒆1 corresponding to the minimum principal curvature 𝜅1 = 0 is the generatrix
𝒆 and that the principal direction corresponding to the maximum principal curvature 𝜅2 is orthogonal to 𝒆. Additionally, we see
from (6.11) that the mean curvature 𝐻 of  is given by

𝐻 =
𝜅1 + 𝜅2

2
= −

𝒚̂,𝛼 ⋅𝒏′

2|𝝂|2
(6.12)

nd that the Gaussian curvature 𝐾 = 𝜅1𝜅2 vanishes.
For subsequent reference, we observe, from (6.9), that 𝒏, 𝒏′, and 𝒚̂,𝛽 are mutually orthogonal. Therefore, we can write

𝒚̂,𝛼 =
𝒚̂,𝛼 ⋅𝒏′

|𝒏′|2
𝒏′ + (𝒚̂,𝛼 ⋅𝒚̂,𝛽 )𝒚̂,𝛽 . (6.13)

aking the scalar product with 𝒚̂,𝛼 on both sides of (6.13) and observing from (6.1) and (6.8) that |𝒚̂,𝛼|2|𝒚̂,𝛽 |2−(𝒚̂,𝛼⋅𝒚̂,𝛽 )2 = |𝒚̂,𝛼 × 𝒚̂,𝛽 |2 =
|𝝂|2, we obtain an identity which will soon prove useful:

(𝒚̂,𝛼 ⋅𝒏′)2

|𝝂|2
= |𝒏′|2. (6.14)

7. Bending energy of an inextensional elastic material surface. Dimensional reduction of the energy functional

The energy stored, per unit area, in an isotropic inextensional elastic material surface  with flat reference configuration  is
ntirely due to bending, as measured by the mean curvature 𝐻 of . In the simplest possible case, it is assumed that the stored
nergy density is a quadratic function of 𝐻 and, thus, that the total bending energy of the deformed surface is given by

𝐸 = 2𝜇 ∫
𝐻2 d𝑎, (7.1)

where 𝜇 > 0 is a material constant called the bending modulus (or the flexural rigidity). The bending energy functional 𝐸 defined
in (7.1) is a two-dimensional surface integral. We next show that the constraint of inextensionality enables a dimensional reduction
by which 𝐸 is converted to a one-dimensional line integral.

The parametrization 𝒚̂ in (2.2)2 maps the parameter set  onto the deformed surface . By (3.6) and (6.1), we can express 𝐸

as an integral over  :

𝐸 = 2𝜇 ∫
𝐻2

|𝒚̂,𝛼 × 𝒚̂,𝛽 |d𝛼 d𝛽 = 2𝜇 ∫

𝛼2

𝛼1

(

∫

𝛽(𝛼)

0
𝐻2

|𝝂|d𝛽
)

d𝛼. (7.2)

he inner integral in (7.2) can be carried out explicitly, converting 𝐸 into a line integral over the spatial directrix. Specifically, by
6.12) and (6.14), we find that

𝐻2
|𝝂| =

(𝒓̂,𝛼 ⋅𝒏′)2

4|𝝂|3
=

|𝒏′|2

4|𝝂|
=

|𝒏′|2

4𝒏⋅𝝂,𝛽
𝜕(log |𝝂|)

𝜕𝛽
. (7.3)

Also, by (6.1) and the fact that the unit normal 𝒏 to  defined in (6.5) is independent of 𝛽, we find that

𝜕
𝜕𝛽

(

|𝒏′|2

𝒏⋅𝝂,𝛽

)

= 0. (7.4)

he inner integral in (7.2) can therefore be evaluated in closed form, giving
𝛽(𝛼)

𝐻2
|𝝂|d𝛽 =

|𝒏′|2 𝛽(𝛼) 𝜕(log |𝝂|) d𝛽 =
|𝒏′|2

log
|𝝂(𝛼, 𝛽(𝛼))|

, (7.5)
11

∫0 4𝒏⋅𝝂,𝛽 ∫0 𝜕𝛽 4𝒏⋅𝝂,𝛽 |𝝂(𝛼, 0)|
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whereby (7.2) reduces to

𝐸 =
𝜇
2 ∫

𝛼2

𝛼1

|𝒏′|2

𝒏⋅𝝂,𝛽
log

|𝝂(𝛼, 𝛽(𝛼))|
|𝝂(𝛼, 0)|

d𝛼. (7.6)

As discussed in Section 4, a surface  isometrically deformed from an inextensible material surface with flat reference
configuration  can be generated by its directrix 𝒅. This enables us to express the bending energy 𝐸 as a functional of 𝒅. To
this end, we use (4.3), (4.4), and (5.8)3 to find that

|𝒏′|2 = |𝒅′′
|

2 − |𝒂′′|2

sin2 𝜃
. (7.7)

lso, from (5.5) and (6.2), we infer that

𝒏⋅𝝂,𝛽 = −(𝜃′ + 𝒂′′ ⋅𝒋). (7.8)

urthermore, from (4.15) and (6.2), we find that

|𝝂(𝛼, 𝛽(𝛼))|
|𝝂(𝛼, 0)|

=
sin 𝜃(𝛼) − 𝛽(𝛼)(𝜃′(𝛼) + 𝒂′′(𝛼)⋅𝒋(𝛼))

sin 𝜃(𝛼)
, 𝛼 ∈ [𝛼1, 𝛼2]. (7.9)

By (7.7)–(7.9), the bending energy (7.6) can be expressed as a functional of the spatial directrix 𝒅:

𝐸 =
𝜇
2 ∫

𝛼2

𝛼1

|𝒅′′
|

2 − |𝒂′′|2

(𝜃′ + 𝒂′′ ⋅𝒋) sin2 𝜃
log sin 𝜃

sin 𝜃 − 𝛽(𝜃′ + 𝒂′′ ⋅𝒋)
d𝛼. (7.10)

otice that 𝒂 in (7.10) is a known function for a given planar material surface , that 𝜃 is related to 𝒅 through (4.3)–(4.5), and
hat 𝛽 is related to 𝜃 through (3.5) and (4.1). Importantly, (7.10) encompasses situations where the referential directrix 𝒂 is curved
nd, thus, correspondingly, situations in which its deformed image, the spatial directrix 𝒅, has nontrivial geodesic curvature. The

dimensional reduction leading from (7.1) to (7.10) therefore achieves one of the primary goals set in the work of Dias and Audoly
(2014), but with the crucial distinction that here complete coverage of the reference shape  is ensured,5 as discussed in Section 3.
Furthermore, in contrast to the work of Dias and Audoly (2014), our dimensional reduction is not restricted to particular reference
shapes that possess midlines.

We also observe that in (7.10) the bending energy functional is a line integral on a part of 𝜕 from 𝛼1 to 𝛼2. It can just as well
be represented by a line integral on the other, complementary, part of 𝜕 running from 𝛼2 to 𝛼1. Combining these two integrals
gives the line integral on the entire edge 𝜕 of the reference region , which equals twice of 𝐸 . We may therefore express the
bending energy of  in the form

𝐸 =
𝜇
4 ∫

𝜄

0

|𝒅′′
|

2 − |𝒂′′|2

(𝜃′ + 𝒂′′ ⋅𝒋) sin2 𝜃
log sin 𝜃

sin 𝜃 − 𝛽(𝜃′ + 𝒂′′ ⋅𝒋)
d𝛼. (7.11)

e emphasize that when a part of the edge 𝜕 is taken as the referential directrix in (7.10), the end points 𝛼1 and 𝛼2 depend on
he deformation of  to  and must be determined as a part of the solution if the problem at hand is to find the deformation. On
he other hand, when the entire edge 𝜕 is taken as the referential directrix in (7.11), there is no need to identify the end points
1 and 𝛼2 that are suitable for a particular deformation, which therefore accommodates all possible isometric deformations of .

The equivalent dimensional reductions (7.10) and (7.11) of the bending energy (7.1) broadly generalize the Wunderlich (1962)
unctional. As Seguin et al. (2020) demonstrate, the Wunderlich (1962) functional provides a correct dimensional reduction of (7.1)
or a rectangular strip that has been isometrically deformed into a closed knotless ribbon with any number of twists and orientability
granted that the width-to-length ratio of the strip is small enough to rule out configurations with self-contact). However, in contrast
o applying only to rectangular reference shapes, (7.10) and (7.11) apply to arbitrary flat reference shapes. Moreover, whereas
he Wunderlich (1962) functional involves integration over the straight midline of the reference strip, which serves as its directrix,
7.10) involves integration of a portion of the generally curved edge of the reference region, which serves as its directrix, and (7.11)
nvolves integration over the entire edge of the reference region. Additionally, (7.10) and (7.11) provides an alternative to the
imensionally reduced energy functional of Dias and Audoly (2014, 20*). In contrast to that functional, (7.10) and (7.11) display
xplicit dependence on the curvature |𝒂′′| of the referential directrix 𝒂 and, thus, intrinsically incorporate information about the
eference region  through the parametrization 𝒂 of its boundary 𝜕. Strictly speaking, the dimensionally reduced energy functional
f Dias and Audoly (2014, 20*) is germane only to the relatively small class of reference shapes which possess well-defined midlines.
owever, even for such shapes, the covering issue mentioned earlier and in Footnote 5 remains.

5 The use of a midline and the referential generatrix that intersect the midline as a coordinate cover of the reference shape will be incomplete if the continuum
f all generators that pass through the midline intersects only with a part of the reference configuration, as is apparently the case for the excluded triangular-like
egions near the ends of the ribbon in Fig. 1(a) Dias and Audoly (2014). For such a cover to be complete, the generators that intersect with the ends of the
idline must be coincident with the ends of the reference ribbon and this places a severe restriction on the deformations that are allowable for a given reference
12

hape.
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8. Equilibrium equation

We seek to derive the equilibrium equation by a variational method based on the principle of virtual work for a continuous body,
hich asserts that the body is in an equilibrium state if and only if the work 𝛿𝑊 that the applied loads do through an infinitesimal

kinematically admissible deformation (or virtual displacement) equals the internal work done within the body in response to the
infinitesimal deformation. For an inextensional elastic material surface, the work done internally in response to the infinitesimal
deformation is the variation 𝛿𝐸 of the bending energy 𝐸 defined in (7.1). Therefore,  is in equilibrium if and only if

𝛿𝐸 = 𝛿𝑊 (8.1)

or all infinitesimal kinematically admissible deformations.
If the loads applied to the edge of an inextensional material surface are conservative in the sense that the work they do in

eforming the reference configuration  to any other admissible configuration  is path independent, then that work is completely
characterized by a potential 𝑉 . This being so, the total potential energy of the system can be identified as 𝐸−𝑉 , and the principle of
virtual work is manifested by the requirement that the first variation of the total potential energy vanish for all admissible variations
of the deformation:

𝛿(𝐸 − 𝑉 ) = 0. (8.2)

The condition in (8.2) is often referred to as the principle of stationary potential energy.
In the present work, the applied loads are assumed to consist of zero body force in the interior of the surface , along with a

dead-load edge traction 𝒔 and a dead-load edge moment 𝒎 on the boundary 𝜕 of the surface. The applied edge traction 𝒔 and the
applied edge moment 𝒎 may be zero in a part of, or the entire, edge.

The edge traction 𝒔 is assumed to be a dead load in the sense that it is a function of 𝒙 ∈ 𝜕 only. The value of 𝒔 gives the force
per unit edge length. Therefore, the virtual work 𝛿𝑊𝑠 of 𝒔 through an infinitesimal kinematically admissible virtual displacement
𝛿𝒅 is given by

∫𝜕
𝒔⋅𝛿𝒅 d𝛼. (8.3)

Since the applied edge traction 𝒔 is independent of the deformation of the surface, we can express the virtual work (8.3) as the
variation of a functional of 𝒅:

∫𝜕
𝒔⋅𝛿𝒅 d𝛼 = 𝛿 ∫𝜕

𝒔⋅𝒅 d𝛼. (8.4)

We thus define the potential of the edge traction by

𝑉𝑠 = ∫𝜕
𝒔⋅𝒅 d𝛼, (8.5)

and we obtain 𝛿𝑊𝑠 = 𝛿𝑉𝑠.
In contrast to dead-load tractions, a dead-load moment 𝒎 is not conservative and therefore does not admit a potential.6 However,

the work 𝛿𝑊𝑚 of 𝒎 through an infinitesimal kinematically admissible virtual deformation of the surface can be readily calculated
in terms of the variation of the base vectors {𝒕, 𝒈,𝒏} of the Darboux frame on the edge 𝜕 of . To do so, we first observe that on
the edge 𝜕 the deformation gradient can be represented by the referential surface gradient

grad𝒚̃ = 𝒕⊗ 𝒂′ + 𝒈⊗ 𝒋, (8.6)

so that

𝛿(grad𝒚̃) = grad(𝛿𝒚̃) = 𝛿𝒕⊗ 𝒂′ + 𝛿𝒈⊗ 𝒋. (8.7)

ext, since by the chain rule grad(𝛿𝒚̃) = grad(𝛿𝒚̃)grad𝒚̃, where grad(𝛿𝒚̃) denotes the spatial surface gradient of the variation 𝛿𝒚̃
of the deformation 𝒚̃, together with (8.6) and (8.7), we see that

grad(𝛿𝒚̃) = 𝛿𝒕⊗ 𝒕 + 𝛿𝒈⊗ 𝒈, (8.8)

which possesses a unique axial vector,7

𝛿𝝎 ≡ (𝒏⋅𝛿𝒈)𝒕 + (𝒕⋅𝛿𝒏)𝒈 + (𝒈⋅𝛿𝒕)𝒏 (8.9)

with the property that (grad (𝛿𝒚̃))𝒛 = 𝛿𝝎 × 𝒛 for all 𝒛 in the tangent space of  at the edge 𝜕. Thus, 𝛿𝝎 × {𝒕, 𝒈,𝒏} = {𝛿𝒕, 𝛿𝒈, 𝛿𝒏},
nd we infer that 𝛿𝝎 represents the ‘‘angular variation’’ of the Darboux frame {𝒕, 𝒈,𝒏} on the edge 𝜕 of . Consequently, the work
𝑊𝑚 of 𝒎 through a kinematically admissible variation of the deformation of  at its edge 𝜕 is then given by

𝛿𝑊𝑚 = ∫𝜕
𝒎⋅𝛿𝝎d𝛼 = ∫𝜕

𝒎⋅((𝒏⋅𝛿𝒈)𝒕 + (𝒕⋅𝛿𝒏)𝒈 + (𝒈⋅𝛿𝒕)𝒏)d𝛼. (8.10)

6 It is not commonly recognized that a constant moment, which is a special case of a dead-load moment, is not conservative. Zeigler (1977, §3.4) applied
he Rodrigues–Hamilton rotation theorem to establish the path dependence of a constant moment and O’Reilly (2020, §8.7) provided an alternative proof using
uler angles.

7 ̃ 3
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In keeping with (8.8), grad(𝛿𝒚) is defined only as a tensor that transforms the tangent space of  at its edge 𝜕 to  .
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The edge moment 𝒎 is assumed to be a dead load in the sense that it is a function of 𝒙 ∈ 𝜕 only. This, however, does not allow
us to express the virtual work 𝛿𝑊𝑚 of 𝒎, given by (8.10), as the variation of a functional of kinematical quantities.

The three terms in (8.10) admit unambiguous physical interpretations. It is evident that 𝒎⋅𝒕 represents a bending moment, per
unit edge length, about the edge of the deformed surface and that 𝒏⋅𝛿𝒈 represents an infinitesimal rotation of the deformed surface
about the edge. Hence, the term 𝒎⋅((𝒏⋅𝛿𝒈)𝒕) represents the work of the bending moment through a variation of the surface orientation.
Similarly, the term 𝒎⋅((𝒕⋅𝛿𝒏)𝒈) represents the work of a torsional moment about the tangent-normal vector 𝒈 through a variation of
the surface orientation, and the term 𝒎⋅((𝒈⋅𝛿𝒕)𝒏) represents the work of a torsional moment about the normal vector 𝒏 through a
variation of the surface orientation.

For further analysis, we write the work 𝛿𝑊𝑚, using the expression for 𝛿𝒏 derived in (A.12), as

𝛿𝑊𝑚 = ∫𝜕
𝒎⋅(−(𝒈⋅𝛿𝒏)𝒕 + (𝒕⋅𝛿𝒏)𝒈 + (𝒈⋅𝛿𝒕)𝒏)d𝛼

= ∫𝜕
𝒎⋅

(( 𝒈
𝜅 sin𝜙

⋅𝛿𝒅′′
)

𝒕 −
(

cos𝜙 𝒕 × 𝒖⋅𝛿𝒅′ +
sin𝜙 𝒕
𝜅

⋅𝛿𝒅′
)

𝒈 + (𝒈⋅𝛿𝒅′)𝒏
)

d𝛼

= −∫𝜕
(𝒎1 ⋅𝛿𝒅′ −𝒎2 ⋅𝛿𝒅′′)d𝛼, (8.11)

where 𝒎1 and 𝒎2 are defined according to

𝒎1 = (cos𝜙𝒗⊗ 𝒈 − 𝒈⊗ 𝒏)𝒎 and 𝒎2 =
1
𝜅

(𝒈⊗ 𝒕
sin𝜙

− sin𝜙 𝒕⊗ 𝒈
)

𝒎. (8.12)

The equilibrium states of the surface can therefore be found from the variational problem

𝛿𝐸 = 𝛿𝑉𝑠 + 𝛿𝑊𝑚 = ∫

𝜄

0
(𝒔⋅𝛿𝒅 −𝒎1 ⋅𝛿𝒅′ +𝒎2 ⋅𝛿𝒅′′)d𝛼. (8.13)

For (8.13), we have used the parametric representation 𝒙 = 𝒅(𝛼), 𝛼 ∈ [0, 𝜄], of 𝜕.
In the present work, a certain edge placement condition may be imposed. Specifically, we may require that

𝒅 = 𝒅0 on 𝜕𝑑, (8.14)

where 𝒅0 is a prescribed edge placement, and 𝜕𝑑 is the portion of 𝜕 upon which 𝒅0 is prescribed.
Two remarks of great importance on the edge placements need immediate attention:

1. We place no restrictions on the choice of 𝜕𝑑. It can be any part of or, even, the entirety of 𝜕. Applying the edge tractions
and prescribing the edge placement simultaneously should create no physical and mathematical misconceptions. Indeed,
the variation 𝛿𝒅 = 𝟎 on 𝜕𝑑 implies that the virtual work of the edge traction 𝒔 vanishes thereon. Also, since 𝒅 is the
primary variable of the variational problem (8.13), no Euler–Lagrange equation results on 𝜕𝑑 since 𝛿𝒅 = 𝟎 on that part of
𝜕. Therefore, the equilibrium equation to be derived is effective only on 𝜕 ⧵ 𝜕𝑑. In engineering applications, applying
boundary tractions and prescribing boundary placements simultaneously is also a common practice. The applied boundary
tractions, whatever they might be, will induce no deformation or motion, but only create additional reaction forces on the
device used to prescribe the placements. Indeed, when the placement of the edge is prescribed, the device used to prescribe
that placement applies a traction, say 𝒔0, to the edge. The edge, in turn, applies a traction −𝒔0 to the device. If an additional
traction, say 𝒔1, is applied to the edge, then the reactive traction becomes −(𝒔0 + 𝒔1) because the total traction on the edge
must be 𝒔0 to ensure that the edge placement be maintained as prescribed.

2. While the prescription of the boundary placement is not restricted by the application of the edge tractions, it is restricted
by the constraint of inextensionality. For example, it is obvious that the placement of any non-straight part of 𝜕, including
the union of two straight lines connected by a corner, cannot be prescribed in such a way that the deformed edge becomes
straight. Such a non-straight part always exists as 𝜕 is a planar closed curve. While the preceding example provides a
necessary condition for a prescription of the edge placement to satisfy the constraint of inextensionality, it is far from being
sufficient. A necessary and sufficient condition, which is termed ‘‘edge placement constraint’’, is given by

𝒅(𝛼) + 𝛽(𝛼)𝒆(𝛼) = 𝒅(𝛼̄(𝛼)), 𝛼 ∈ [0, 𝜄], (8.15)

where 𝛼̄ ≥ 0 and 𝛼̄(𝛼) ∈ [0, 𝜄] are determined by

𝒂(𝛼) + 𝛽(𝛼)𝒃(𝛼) = 𝒂(𝛼̄(𝛼)), 𝛼 ∈ [0, 𝜄], (8.16)

with 𝛽(𝛼) being the length of the generator associated with 𝛼; see (3.5). The edge placement constraint (8.15) expresses the
requirement that the Euclidean distance between two material points which are connected by a generator must remain the
same after deformation. Since the arrangement of the generators depends on the deformation, the edge placement constraint
(8.15) is a deformation dependent, global condition.

In addition to the edge placement condition, certain ‘‘surface orientation’’ edge conditions may be imposed. Such conditions
may prescribe the tangent vector 𝒕 = 𝒅′ to the edge, or prescribe the normal vector 𝒏 to the surface at the edge, or prescribe the
tangent-normal vector 𝒈 to the edge, or prescribe two of these three vectors. Once again, the prescription of the surface orientation
14

edge conditions can coexist with the application of the edge tractions and the edge moments. When a surface orientation edge
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condition is prescribed on a part or all of the edge where an edge moment is applied, certain components of the edge moment will
not be responsible to rotate the surface, but rather induce a reactive moment on the device that prescribes the surface orientation
of that part of the edge. On the other hand, the prescription of the surface orientation edge condition must be compatible with the
prescription of the edge placement condition if they both are prescribed on a common part of the edge. An obvious observation is
that if the edge placement is prescribed, the tangent vector 𝒕 along the edge is fixed and cannot be assigned independently. As a
ess obvious observation, if the edge placement is such that the deformed edge is not a straight-line segment, then the orientation of
he surface is completely fixed and cannot be assigned independently. Indeed, by Proposition 1, when a part of the spatial directrix
as nonvanishing curvature, the spatial generators emanating from the directrix are uniquely determined by (4.2), which in turn
ompletely determines the orientation of the deformed surface. Not only does the prescription of the edge placement to a curve of
onvanishing curvature fix the surface orientation, it also fixes the surface itself.8 In the literature of differential geometry (see, for

instance, Kreyszig and Radó (1958)), this behavior is due to the ‘‘rigidity properties of developable surfaces’’.
The active variable in (8.13) is the spatial directrix 𝒅, which is subject to the constraint (2.4)4. We now form the augmented

total bending energy by incorporating the constraint (2.4)4 into (7.11), giving

𝐸∗
 = ∫

𝜄

0
(𝐹 − 𝜆(|𝒅′

| − 1))d𝛼, (8.17)

where 𝜆 is a Lagrange multiplier associated with the constraint (2.4)4 ensuring that the length of the spatial directrix is preserved,
and 𝐹 is defined through

𝐹 (𝜅, 𝜃, 𝜃′, 𝛽) ≡ 𝜇(𝜅2 − |𝒂′′|2)
4(𝜃′ + 𝒂′′ ⋅𝒋) sin2 𝜃

log sin 𝜃
sin 𝜃 − 𝛽(𝜃′ + 𝒂′′ ⋅𝒋)

. (8.18)

The variational problem (8.13) can now be expressed as

𝛿 ∫

𝜄

0
(𝐹 − 𝜆(|𝒅′

| − 1))d𝛼 = ∫

𝜄

0
(𝒔⋅𝛿𝒅 −𝒎1 ⋅𝛿𝒅′ +𝒎2 ⋅𝛿𝒅′′)d𝛼. (8.19)

The integrals in (8.19) are functionals of the spatial directrix 𝒅. As discussed in Section 4, the intermediate variables 𝜅, 𝜃, 𝛽, 𝒆, 𝒈,
and 𝒏 can all be expressed in terms of 𝒅 and its derivatives. To derive the Euler–Lagrange equation associated with (8.19), it is
necessary to compute the variations of these intermediate variables in terms of the variation of 𝜆, and the variations of 𝒅 and its
derivatives. Of course, the variation of 𝜆 produces the constraint (2.4)4. Detailed derivations of the remaining variations appear in
Appendix A.

With reference to the identities (A.1), (A.4), (A.11), and (A.12) established in Appendix A, we find that the principle of virtual
work (8.19) requires that

0 = ∫

𝜄

0

( 𝜕𝐹
𝜕𝜅

𝛿𝜅 + 𝜕𝐹
𝜕𝜃

𝛿𝜃 + 𝜕𝐹
𝜕𝜃′

𝛿𝜃′ + 𝜕𝐹
𝜕𝛽

𝛿𝛽 − 𝜆𝒅′ ⋅𝛿𝒅′ − 𝒔⋅𝛿𝒅 +𝒎1 ⋅𝛿𝒅′ −𝒎2 ⋅𝛿𝒅′′
)

d𝛼

= ∫

𝜄

0

( 𝜕𝐹
𝜕𝜅

𝛿𝜅 +
( 𝜕𝐹
𝜕𝜃

− 𝛽 cot 𝜃(𝛼̄) 𝜕𝐹
𝜕𝛽

−
( 𝜕𝐹
𝜕𝜃′

)′)
𝛿𝜃 − 𝜆𝒅′ ⋅𝛿𝒅′ − 𝒔⋅𝛿𝒅 +𝒎1 ⋅𝛿𝒅′ −𝒎2 ⋅𝛿𝒅′′

)

d𝛼 −
[[ 𝜕𝐹
𝜕𝜃′

𝛿𝜃
]]

= ∫

𝜄

0

( 𝜕𝐹
𝜕𝜅

𝒖⋅𝛿𝒅′′ +
( 𝜕𝐹
𝜕𝜃

− 𝛽 cot 𝜃(𝛼̄) 𝜕𝐹
𝜕𝛽

−
( 𝜕𝐹
𝜕𝜃′

)′)
(𝒉1 ⋅𝛿𝒅′ + 𝒉2 ⋅𝛿𝒅′′ + 𝒉3 ⋅𝛿𝒅′′′) − 𝜆𝒅′ ⋅𝛿𝒅′

)

d𝛼

− ∫

𝜄

0
(𝒔⋅𝛿𝒅 −𝒎1 ⋅𝛿𝒅′ +𝒎2 ⋅𝛿𝒅′′)d𝛼 −

[[ 𝜕𝐹
𝜕𝜃′

(𝒉1 ⋅𝛿𝒅′ + 𝒉2 ⋅𝛿𝒅′′ + 𝒉3 ⋅𝛿𝒅′′′)
]]

. (8.20)

ntegrating by parts, we find that that (8.20) can be expressed as

0 = ∫

𝜄

0

(

−(𝐵𝒉1)′ +
( 𝜕𝐹
𝜕𝜅

𝒖 + 𝐵𝒉2
)′′

− (𝐵𝒉3)′′′ + (𝜆𝒅′)′ − 𝒔 −𝒎′
1 −𝒎′′

2

)

⋅𝛿𝒅 d𝛼

−
[[(

𝐵𝒉1 −
( 𝜕𝐹
𝜕𝜅

𝒖 + 𝐵𝒉2
)′
+ (𝐵𝒉3)′′ − 𝜆𝒅′ +𝒎1 +𝒎′

2

)]]

⋅𝛿𝒅

−
[[( 𝜕𝐹

𝜕𝜅
𝒖 + 𝜕𝐹

𝜕𝜃′
𝒉1 + 𝐵𝒉2 − (𝐵𝒉3)′ −𝒎2

)

⋅𝛿𝒅′ +
( 𝜕𝐹
𝜕𝜃′

𝒉2 + 𝐵𝒉3
)

⋅𝛿𝒅′′ + 𝜕𝐹
𝜕𝜃′

𝒉3 ⋅𝛿𝒅′′′
]]

, (8.21)

here 𝐵, 𝒉1, 𝒉2, and 𝒉3 are defined according to

𝐵 = 𝜕𝐹
𝜕𝜃

−
( 𝜕𝐹
𝜕𝜃′

)′
− 𝛽 cot 𝜃(𝛼̄) 𝜕𝐹

𝜕𝛽
, 𝒉1 = − sin2 𝜃

𝜅 sin𝜙
(𝜏𝒕 + 𝜅𝒗),

𝒉2 =
sin2 𝜃
𝜅 sin2 𝜙

(

cos𝜙 𝒕 + 2 cot 𝜃𝒖 +
𝜅′ − 𝜅𝜏 cot 𝜙

𝜅2
𝒈
)

, and 𝒉3 = − sin2 𝜃
𝜅2 sin2 𝜙

𝒈,

⎫

⎪

⎪

⎬

⎪

⎪

⎭

(8.22)

the quantity 𝛼̄ is determined, according to (8.16), by

𝒂(𝛼̄) = 𝒂(𝛼) + 𝛽(𝛼)𝒃(𝛼), 𝛼 ∈ [0, 𝜄], (8.23)

8 For example, fixing one edge of an inextensional rectangular strip to a circular path drawn on a flat plane produces a right circular cylindrical surface
15

hape.
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the jump [[𝑓 ]] of a function 𝑓 at some 𝛼 ∈ [0, 𝜄] is defined by

[[𝑓 (𝛼)]] = lim
𝜖→0+

(𝑓 (𝛼 + 𝜖) − 𝑓 (𝛼 − 𝜖)), (8.24)

and the continuity of 𝛿𝒅, which is a consequence of the basic requirement that 𝒅 be continuous, has been used. As a reminder, the
vectors 𝒕, 𝒖, and 𝒗, 𝒈, and 𝒏 in (8.22) are defined through (5.1), (5.4), and (5.5).

In (8.21), we have tactically left the point where the jumps are evaluated unspecified. That jump can actually occur any point in
the interval [0, 𝜄]. Indeed, we can take a number of points in the interval and include the jumps at these points in (8.21). Of course,
if the quantity in a jump operator is continuous, then the jump is zero and there is no need to include the said jump term. Hence, in
practice, only the points where the jump is potentially non-zero are of interest. There are various sources for such discontinuities.
For example, if the referential directrix is not smooth at some point, the spatial directrix will also be non-smooth and certain jump
conditions (or corner conditions as often appropriately called) must be satisfied.

Applying the fundamental theorem of calculus of variations to (8.21), we obtain the Euler–Lagrange equation for the variational
problem (8.13):

−(𝐵𝒉1)′ +
( 𝜕𝐹
𝜕𝜅

𝒖 + 𝐵𝒉2
)′′

− (𝐵𝒉3)′′′ + (𝜆𝒅′)′ = 𝒔 +𝒎′
1 +𝒎′′

2 . (8.25)

The equation of equilibrium (8.25) must hold on 𝜕 ⧵ 𝜕𝑑, where the edge placement 𝒅 is not prescribed. On 𝜕𝑑 where the
placement is prescribed, the edge placement condition (8.14) must be satisfied instead of (8.25). In the special case in which
𝜕𝑑 = 𝜕, meaning that the placement of the entire edge is prescribed (subject to the edge placement constraint (8.15)), the
equation of equilibrium (8.25) is void and unneeded, and the deformed surface is determined by (2.2)2 and Propositions 1 and 2.

Apart from the Euler–Lagrange equation (8.25), various jump conditions can be derived from (8.21) as consequences of specifying
conditions on 𝛿𝒅′, 𝛿𝒅′′, and 𝛿𝒅′′′. In particular, the jump condition

[[

𝐵𝒉1 −
( 𝜕𝐹
𝜕𝜅

𝒖 + 𝐵𝒉2
)′
+ (𝐵𝒉3)′′ − 𝜆𝒅′ +𝒎1 +𝒎′

2

]]

= 𝟎 (8.26)

must hold throughout 𝜕⧵𝜕𝑑. In view of (8.25), the jump condition (8.26) is satisfied if and only if the edge traction 𝒔 is bounded.
In contrast to 𝛿𝒅, the variations 𝛿𝒅′, 𝛿𝒅′′, and 𝛿𝒅′′′ of 𝒅′, 𝒅′′, and 𝒅′′′ need not be continuous on [0, 𝜄]. However, 𝛿𝒅′, 𝛿𝒅′′, and 𝛿𝒅′′′

must be consistent with the constraints (2.4) that impose the isometry of the deformation. In particular, since (2.4) requires that
the angle between any two infinitesimal material filaments be preserved under any smooth deformation of , 𝛿𝒅′ must satisfy

[[𝒕⋅𝛿𝒅′]] = 0, [[𝒈⋅𝛿𝒅′]] = 0, and [[𝒏⋅𝛿𝒅′]] = 0; (8.27)

in other words, the components of 𝛿𝒅′ relative to the Darboux frame {𝒕, 𝒈,𝒏} must be continuous.9 Using (8.27) and the consequence
𝒕⋅𝛿𝒅′ = 0 of varying the constraint (2.4)4 in (8.21), we obtain a pair of jump conditions:

[[

sin𝜙𝜕𝐹
𝜕𝜅

+ 𝐵 sin 𝜃 cos 𝜃
𝜅 sin𝜙

]]

= 0,

[[

cos𝜙𝜕𝐹
𝜕𝜅

− sin2 𝜃
sin2 𝜙

𝜕𝐹
𝜕𝜃′

+
𝐵 sin 𝜃 cos 𝜃 cos𝜙

𝜅 sin2 𝜙
+ 1

𝜅 sin𝜙

(𝐵 sin2 𝜃
𝜅 sin𝜙

)′
− 𝒎⋅𝒕

𝜅 sin𝜙

]]

= 0.

⎫

⎪

⎬

⎪

⎭

(8.28)

derivation in Appendix B shows that (8.28) stem from a vectorial condition with no tangential component; (8.28)1 and (8.28)2
re the components of that condition in the directions of 𝒈 and 𝒏, respectively. If we also stipulate the components of 𝛿𝒅′′ relative
o {𝒕, 𝒈,𝒏} are continuous, then we obtain another pair of jump conditions from (8.21):

[[ sin 𝜃 cos 𝜃
𝜅 sin𝜙

𝜕𝐹
𝜕𝜃′

]]

= 0,

[[ sin2 𝜃
𝜅 sin2 𝜙

(

cot 𝜃 cos𝜙 +
𝜅′ + 𝜅𝜙′ cot 𝜙

𝜅2

) 𝜕𝐹
𝜕𝜃′

− 𝐵 sin2 𝜃
𝜅2 sin2 𝜙

]]

= 0.

⎫

⎪

⎬

⎪

⎭

(8.29)

ike (8.28), (8.29)1 and (8.29)2 are the components in the directions of 𝒈 and 𝒏, respectively, of a vectorial precursor with no
angential component. Finally, if we also require that the components of 𝛿𝒅′′′ relative to {𝒕, 𝒈,𝒏} are continuous, we obtain another
ump condition from (8.21):

[[ sin2 𝜃
𝜅2 sin2 𝜙

𝜕𝐹
𝜕𝜃′

]]

= 0. (8.30)

his final jump condition arises from a vectorial condition which involves only a component in the direction of 𝒈.
The jump conditions (8.26) and (8.28)–(8.30) must be satisfied at corner points of 𝜕⧵𝜕𝑑, where 𝒂′ and, possibly, 𝒂′′ or 𝒂′′′ are

discontinuous. They also apply at points of 𝜕⧵𝜕𝑑 where 𝒂′ is continuous but either 𝒂′′ or 𝒂′′′ is discontinuous. The quantities that
appear within each of the jumps in (8.26) and (8.28)–(8.30) must also be continuous at any point of 𝜕⧵ 𝜕𝑑 where the referential
irectrix is smooth.

9 The conditions in (8.27) are equivalent to the condition [[𝛿𝒅′]] = 𝟎 if and only if elements 𝒕, 𝒈, and 𝒏 of the Darboux frame satisfy [[𝒕]] = 𝟎, [[𝒈]] = 𝟎, and
[𝒏]] = 𝟎. But, at a corner on a smooth surface the limiting values 𝒏± of the normal 𝒏 are equal: 𝒏+ = 𝒏− =∶ 𝒏; moreover, the limiting values 𝒕± and 𝒈± of the

+ − + −
16

angent and tangent normal at the corner obey 𝒕 = 𝑹𝒕 and 𝒈 = 𝑹𝒈 , where 𝑹 is a rotation, about the axis 𝒏, by the exterior angle of the corner.
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It is noteworthy that the equation of equilibrium (8.25) can be recast, by introducing certain auxiliary variables, in a form
esembling the equations of equilibrium commonly encountered in the Kirchhoff rod theory. If we introduce variables 𝒇 and 𝒉

through

𝒇 ≡ 𝐵𝒉1 −
( 𝜕𝐹
𝜕𝜅

𝒖 + 𝐵𝒉2
)′
+ (𝐵𝒉3)′′ − 𝜆𝒕 +𝒎1 +𝒎′

2,

𝒉 ≡ 𝒕 ×
( 𝜕𝐹
𝜕𝜅

𝒖 + 𝐵𝒉2 − (𝐵𝒉3)′ −𝒎2

)

+ 𝜅𝐵𝒖 × 𝒉3,

⎫

⎪

⎬

⎪

⎭

(8.31)

then (8.25) can be written as

𝒇 ′ + 𝒔 = 𝟎. (8.32)

Furthermore, it follows from (8.22) and (8.31) that

𝒉′ + 𝒕 × 𝒇 +𝒎 = 𝟎. (8.33)

he conditions (8.32) and (8.33) have the same formal structure, respectively, as the force balance and the moment balance that
rise in the theory of Kirchhoff rods. On this basis, it might be tempting to identity 𝒇 as a measure of internal force and 𝒉 as a
easure of the internal moment. We must, however, stress that recasting (8.25) in the form of (8.32) and (8.33) does not imply

he existence of a kinetic analogue between the theory of inextensional material surfaces and the theory of Kirchhoff rods. Indeed,
hereas the internal force and the internal moment arising in the theory of Kirchhoff rods are independent, the quantities 𝒇 and 𝒉
efined through (8.31) are not independent. Consequently, (8.32) and (8.33) are not independent. Indeed, while (8.31) and (8.32)
re equivalent to (8.25), (8.33) is simply an identity that follows from (8.31).

The Euler–Lagrange equation (8.25) and the constraint (2.4)4 are ordinary-differential equations. These equations can be solved
o determine the equilibrium configuration  of the material surface with reference configuration  and subjected to the edge loads
𝒔 and 𝒎, along with appropriate placement and surface orientation edge conditions.

On the other hand, it can be observed that the Euler–Lagrange equation (8.25) and the constraint (2.4)4 can be satisfied by
ppropriate choices of the edge traction 𝒔 or edge moment 𝒎. In Section 4, we have shown that a surface  that is isometrically
eformed from an inextensional material surface with planar reference configuration  can be generated by a space curve. Now
e have furthermore established that any such surface  can be maintained in equilibrium by suitable choices of the edge loads 𝒔
nd 𝒎. The choices are not unique. In particular, it is always possible to choose 𝒎 = 𝟎 and find 𝒔 such that (8.25) is satisfied, or

to choose 𝒔 = 𝟎 and find 𝒎 such that the same holds. Thus, a combination of an edge traction and an edge moment on a common
subset of 𝜕 ⧵ 𝜕𝑑 can be replaced entirely by an edge traction or an edge moment. This indeterminacy arises as a consequence of
the highly restrictive nature of the constraint of inextensionality and its relationship to a sort of 2D rigidity, and has been observed
previously by Chen et al. (2018a) in the analysis of the semi-inverse problems involving the isometric bending of a rectangular strip
onto a right-circular conical surface and onto a cylindrical surface.

9. An illustrative example

To demonstrate the utility of the current theory in finding the equilibrium configurations of inextensional material surfaces under
edge loads, we present elementary solutions for a rectangular reference strip. As the distinguishing features of the current theory
stem from its applicability to material surfaces of arbitrary reference geometry, we will present detailed solutions for non-rectangular
reference configurations elsewhere.

One purpose of presenting this simple example is to illustrate the effects of various edge conditions on the equilibrium
configuration of the deformed surface. To this end, we assume that the surface is subjected to no placement and orientation edge
conditions and vanishing edge traction and zero edge moment on two parallel edges, and is subjected to one of the four combinations
of the edge conditions on the other two parallel edges:

1. Connecting edge placements and equal orientation tangent-normal vectors;
2. Connecting edge placements and opposite orientation tangent-normal vectors;
3. Zero edge traction, and non-zero edge moment;
4. Connecting edge placements and zero edge moment.

The reference configuration  can be represented by

 ≡ {𝒙 ∈ 2 ∶ 𝒙 = 𝑥1𝒊 + 𝑥2𝒋, 𝑥1 ∈ [0, 𝑙1], 𝑥2 ∈ [0, 𝑙2]}, (9.1)

here 𝒊 and 𝒋 are two orthonormal vectors, and where 𝑙1 and 𝑙2 are the lengths of the two perpendicular edges. We will designate
dge I, II, III, and IV as those associated, respectively, with 𝑥2 = 0, 𝑥1 = 𝑙1, 𝑥2 = 𝑙2, and 𝑥1 = 0. We assume that Edges I and III

are subjected to neither placement nor orientation edge conditions but are subjected to zero edge traction and zero edge moment
while Edges II and IV are subjected to one of the four edge conditions listed above. We also assume that Edges II and IV move
without twisting the rectangular reference strip. Under these conditions, the rectangular reference configuration will deform into a
cylindrical surface, for which Edges I and III will be deformed into two parallel planar curves, Edges II and IV will be deformed into
17

two parallel straight lines perpendicular to the planes of the deformed Edges I and III, and the generators of the deformed surface
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will consist of parallel straight lines perpendicular to the planes. Hence, the equilibrium configuration of the deformed surface is
completely determined by the shape of the deformed Edge I.

Edge I has zero curvature in the reference configuration, and is assumed to have non-zero curvature in the deformed
onfiguration. It then follows from (4.4) that 𝜙 = 𝜋∕2. Also, since Edge I is a planar curve after deformation, we have that 𝜏 = 0,

and it follows from (4.3) that 𝜃 = 𝜋∕2. By using (4.1), (4.2), (3.5), and (5.7), we find, corresponding to Edge I, that

𝒃 = 𝒋, 𝛽 = 𝑙2, 𝒆 = 𝒕 × 𝒖, 𝒈 = 𝒗, 𝒏 = −𝒖. (9.2)

oreover, by (8.18) and (8.22), we find that

𝜕𝐹
𝜕𝜅

=
𝜇𝑙2
2

𝜅, 𝐵 = −
𝜇𝑙22
4

𝜅𝜅′, 𝒉1 = −𝒗, 𝒉2 =
𝜅′

𝜅3
𝒗, 𝒉3 = − 1

𝜅2
𝒗, 𝒎1 = −(𝒎⋅𝒏)𝒗, 𝒎2 =

𝒎⋅𝒕
𝜅

𝒗 −
𝒎⋅𝒈
𝜅

𝒕. (9.3)

he equation of equilibrium (8.25) on Edge I then becomes

−
(𝜇𝑙22 𝜅𝜅

′

4
𝒗
)′
+
(𝜇𝑙2 𝜅

2
𝒖 −

𝜇𝑙22𝜅
′2

4𝜅2
𝒗
)′′

−
(𝜇𝑙22𝜅

′

4𝜅
𝒗
)′′′

+ (𝜆𝒕)′ = 𝒔 − ((𝒎⋅𝒏)𝒗)′ +
(𝒎⋅𝒕

𝜅
𝒗 −

𝒎⋅𝒈
𝜅

𝒕
)′′

, (9.4)

hich, by (5.7) and (5.8), can be further written as
(

−
3𝜇𝑙2𝜅2

4
+ 𝜆

)′
𝒕 +

(𝜇𝑙2 (𝜅′′ − 𝜅3)
2

+ 𝜅𝜆
)

𝒖 −
𝜇𝑙22
4

(𝜅2

2
+ 𝜅′′

𝜅

)′′
𝒗 = 𝒔 − ((𝒎⋅𝒏)𝒗)′ +

(𝒎⋅𝒕
𝜅

𝒗 −
𝒎⋅𝒈
𝜅

𝒕
)′′

. (9.5)

y the assumption that Edge I is traction-free and moment-free, the equilibrium equation yields three homogeneous scalar equations
hich, after eliminating 𝜆, can be combined and reduced to a single scalar equation for the curvature 𝜅 of the deformed edge:

2𝜅′′(𝛼) + 𝜅3(𝛼) + 𝑐𝜅(𝛼) = 0, 𝛼 ∈ [0, 𝑙1], (9.6)

here 𝑐 is a constant. As might have been expected, (9.6) is the well-known equation for the curvature of a planar elastica. The
olutions of (9.6), some of which were obtained by Euler (1744),10 have been presented in numerous publications. Here, we present
he solutions and the corresponding deformed configuration  for the four subcases described above. A detailed discussion of the

numerical solutions of a planar elastica can be found in a recent paper by Arroyo et al. (2020).
As a side note, the Lagrange multiplier 𝜆 can be found from the equation of equilibrium (9.5) as

𝜆 = −
𝜇𝑙2 (𝜅′′ − 𝜅3)

2𝜅
. (9.7)

s previously commented, 𝜆 is an indeterminate part of the internal force in the direction of 𝒕 on the edges that are under zero edge
raction and zero edge moment.

.1. Connecting edge placements and equal orientation tangent-normal vectors of Edges II and IV

In this subcase, Edges II and IV are clamped together in such a way that the tangent-normal vectors 𝒈 to the two edges are
ligned. We thus have the following edge placement and edge orientation conditions:

𝒚̃(0, 𝑥2) = 𝒚̃(𝑙1, 𝑥2) and 𝒈|𝑥1=0 = 𝒈|𝑥1=𝑙1 . (9.8)

ince
𝒅(0) = 𝒚̃(0, 0), 𝒅(𝑙1) = 𝒚̃(𝑙1, 0),

𝒅′(0) =
𝜕𝒚̃(𝑥1, 𝑥2)

𝜕𝑥1
|

|

|(𝑥1 ,𝑥2)=(0,0)
= 𝒈|(𝑥1 ,𝑥2)=(0,0+),

𝒅′(𝑙1) =
𝜕𝒚̃(𝑥1, 𝑥2)

𝜕𝑥1
|

|

|(𝑥1 ,𝑥2)=(𝑙1 ,0)
= −𝒈|(𝑥1 ,𝑥2)=(𝑙1 ,0+),

⎫

⎪

⎪

⎬

⎪

⎪

⎭

(9.9)

he edge conditions (9.8) imply that the spatial directrix 𝒅 of Edge I must satisfy

𝒅(0) = 𝒅(𝑙1) and 𝒅′(0) = −𝒅′(𝑙1). (9.10)

For non-constant 𝜅, (9.6) can be integrated to yield the nonlinear first-order differential equation

4|𝜅′(𝛼)|2 = −(𝜅2(𝛼) − 𝜅2
0 )(𝜅

2(𝛼) + 𝜅2
0 + 2𝑐), 𝛼 ∈ [0, 𝑙1], (9.11)

where 𝜅0 is a constant corresponding to the maximum value of 𝜅. The solutions of (9.11) can be expressed in terms of Jacobi elliptic
unctions. If, in particular, the parameters 𝑐 and 𝜅0 satisfy 2𝑐 + 𝜅2

0 > 0 then the solution of (9.11) is given by

𝜅(𝛼) = 𝜅0 cos𝜑(𝛼), 𝛼 ∈ [0, 𝑙1], (9.12)

10 See Oldfather et al. (1933) for an annotated English translation of Euler’s (1744) work on the elastica.
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where 𝜑 is the Jacobi amplitude function defined implicitly by

𝛼 =
𝑙1
2

+ ∫

𝜑

0

d𝜗

𝑞
√

1 − 𝑝2 sin2 𝜗
, (9.13)

n which 𝑝 and 𝑞 are given by

𝑝 =
𝜅0

√

2(𝜅2
0 + 𝑐)

and 𝑞 =

√

𝜅2
0 + 𝑐
2

. (9.14)

The spatial directrix of Edge I can be found by integrating the equations

|𝒅′′(𝛼)| = 𝜅(𝛼) and |𝒅′(𝛼)| = 1, 𝛼 ∈ [0, 𝑙1]. (9.15)

o this end, we define

𝒆1 ≡
2𝜅′

𝜅2
0 + 𝑐

𝒅′ − 𝜅2 + 𝑐
(𝜅2

0 + 𝑐)𝜅
𝒅′′ and 𝒆2 ≡

𝜅2 + 𝑐
𝜅2
0 + 𝑐

𝒅′ + 2𝜅′

(𝜅2
0 + 𝑐)𝜅

𝒅′′. (9.16)

t is readily verified from (9.6), (9.11), and (9.16) that 𝒆1 and 𝒆2 are fixed, orthonormal vectors. We can now write

𝒅′′ = (𝒅′′ ⋅𝒆1)𝒆1 + (𝒅′′ ⋅𝒆2)𝒆2 =
2𝜅′′𝒆1 + 2𝜅𝜅′𝒆2

𝜅2
0 + 𝑐

. (9.17)

ntegrating (9.17) and using (9.11) and (9.15)2, we find that

𝒅′(𝛼) =
2𝜅′(𝛼)𝒆1 + (𝜅2(𝛼) + 𝑐)𝒆2

𝜅2
0 + 𝑐

, 𝛼 ∈ [0, 𝑙1], (9.18)

nd that

𝒅(𝛼) = 𝜅(𝛼)
𝜅2
0 + 𝑐

𝒆1 + ∫

𝛼

0

𝜅2
0𝜅

2(𝛼) + 𝑐

𝜅2
0 + 𝑐

𝑑𝛼 𝒆2

=
2𝜅0 cos𝜑(𝛼)

𝜅2
0 + 𝑐

𝒆1 + ∫

𝛼

0

𝜅2
0 cos

2 𝜑(𝛼) + 𝑐

𝜅2
0 + 𝑐

𝑑𝛼 𝒆2, 𝛼 ∈ [0, 𝑙1]. (9.19)

he deformed surface  is given by

𝒚̃(𝑥1, 𝑥2) = 𝒅(𝑥1) + 𝑥2 𝒆1 × 𝒆2, 𝑥1 ∈ [0, 𝑙1], 𝑥2 ∈ [0, 𝑙2]. (9.20)

It follows from (9.10) that the constant 𝑐 and 𝜅0 must satisfy

∫

𝑙1

0
(𝜅2

0 cos
2 𝜑(𝛼) + 𝑐)d𝛼 = 0 and 𝑐 + 𝜅2

0 cos𝜑(0) = 0. (9.21)

or 𝑙1 = 1, (9.13) and (9.21) admit a solution with the following numerical values of the parameters:

𝑐 = −36.7, 𝜅0 = 10.8. (9.22)

he corresponding deformed surface  is depicted in Fig. 6. We note that (9.13) and (9.21) admit solutions other than (9.22), one
f which corresponds, through (9.20), to a deformed surface whose connecting edges are pointing inwards. We conjecture that the
eformed surface depicted in Fig. 6 corresponds to the most stable solution to (9.13) and (9.21) in the sense that it has the lowest
ending energy among all possible competing solutions.

Induced by the edge orientation condition (9.8)2 are two bending moments of equal magnitude and opposite direction on Edge II
nd IV, respectively. The magnitude 𝑀 of the bending moments is given by

𝑀 = 𝜇𝑙2𝜅(0) = 𝜇𝑙2𝜅(𝑙1). (9.23)

t is found that 𝜅(0) = 𝜅(𝑙1) = 6.01 for the solution corresponding to (9.22).

.2. Connecting edge placements and opposite orientation tangent-normal vectors of Edges II and IV

In this subcase, Edge II and IV are clamped together in such a way that the tangent-normal vectors 𝒈 to the two edges are
pposite to each other. We thus have the following edge placement and edge orientation conditions:

𝒚̃(0, 𝑥2) = 𝒚̃(𝑙1, 𝑥2) and 𝒈|𝑥1=0 = −𝒈|𝑥1=𝑙1 . (9.24)

y the same argument that led to (9.10), the edge conditions (9.24) imply that the spatial directrix 𝒅(𝛼) of Edge I must satisfy
′ ′
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Fig. 6. Left: Rectangular reference configuration . Right: Cuspoidal cylindrical equilibrium configuration  corresponding to the deformation 𝒚̃, as defined in
(9.20), determined by clamping Edges II and IV by applying edge placements (9.8)1 and equal orientation tangent-normal edge vectors (9.8)2.

Under these conditions, the deformed surface is a circular cylinder as expected. Specifically, the solution of (9.6) corresponds to
constant curvature

𝜅(𝛼) = 2𝜋
𝑙1

, 𝛼 ∈ [0, 𝑙1]. (9.26)

The spatial directrix of Edge I can be found by integrating (9.15) subject to the boundary condition (9.25), yielding

𝒅(𝛼) =
𝑙1
2𝜋

(

cos 2𝜋𝛼
𝑙1

𝒆1 + sin 2𝜋𝛼
𝑙1

𝒆2
)

, (9.27)

where 𝒆1 and 𝒆2 are again orthonormal.
The deformed surface  is again given by

𝒚̃(𝑥1, 𝑥2) = 𝒅(𝑥1) + 𝑥2 𝒆1 × 𝒆2, 𝑥1 ∈ [0, 𝑙1], 𝑥2 ∈ [0, 𝑙2] (9.28)

and is depicted in Fig. 7.
Again, certain bending moments 𝑀𝑏, given by (9.23), are induced by the edge orientation condition (9.24)2 on Edge II and IV. As

a comparison of Subcases 1 and 2, we take 𝑙1 = 1 and note from (9.26) that 𝜅(0) = 𝜅(𝑙1) = 2𝜋, while 𝜅(0) = 𝜅(𝑙1) = 6.01 in Subcase 1.
However, the directions of the bending moments are oppositely directed in these two subcases. These bending moments are applied
by the devices that impose the edge conditions (9.8) and (9.24) in Subcases 1 and 2. We also note a more subtle difference: The
connecting edge placement condition (9.8)1 in Subcase 1 must be companied by two forces on the edges, while the connecting edge
placement condition (9.24)1 is satisfied under zero edge force. Indeed, as shall be seen in the next subsection, the prescribed edge
bending moments alone deform the material surface into a right circular cylinder depicted in Fig. 7.

We also note that the expression for the Lagrange multiplier 𝜆 in (9.7) reduces, for the current Subcase 2 and the next Subcase 3,
to

𝜆 =
2𝜋2𝜇𝑙2

𝑙21
. (9.29)

9.3. No placement and orientation edge conditions with constant moments on Edges II and IV

The analysis of this subcase serves a two-fold purpose. First, it shows that the deformation in the Subcase 2 can be obtained by
replacing the edge placement and orientation conditions with the appropriate edge tractions and edge moments on Edges II and IV.
Secondly, it demonstrates a method to treat the special cases where the directrix and a generatrix coincide.

We assign, instead of the edge placement and edge orientation (9.24), the following edge tractions and edge moments on Edges II
and IV

𝒔 = 𝟎 and 𝒎 = 𝑚𝒕, (9.30)

where 𝑚 is a constant bending moment and 𝒕 is again the unit tangent vector along the deformed Edges II and IV. Note that the
bending moments on Edges II and IV are of equal magnitude but opposite orientation.
20
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Fig. 7. Left: Rectangular reference configuration . Right: Right-circular cylindrical equilibrium configuration  corresponding to the deformation 𝒚̃, as defined
in (9.28), determined by clamping Edges II and IV through the application of edge placements (9.24)1 and oppositely oriented tangent-normal edge vectors
(9.24)2.

A side note here is that although we have assigned the edge placement and edge orientation conditions (9.24) in Subcase 2, and
we have assigned the edge traction and edge moment (9.30) in the current Subcase 3, nothing can prevent us from assigning both
edge loads (9.30) and the edge placement and edge orientation conditions (9.24) simultaneously. If that is done, then the assignment
of the edge loads (9.30) has no effect on the deformation of the material surface, and the same solution as in the Subcase 2 prevails.
As previously discussed, the edge loads influence the deformation only through their appearance in the equation of equilibrium
(8.25), which is derived and is valid only on the portion of an edge where the placement is not prescribed.

Although the edge placement is not prescribed in the current Subcase 3, we encounter the situation where the equation of
equilibrium (8.25) does not hold on Edges II and IV for a different reason. Namely, it is due to the degeneracy that arises from the
coincidence of the directrices and generatrices on Edges II and IV. In the parametrizations (2.2) for the referential and spatial surfaces
 and , it is required that the directrices and the generatrices do not coincide. A possible remedy for treating this degeneracy is
to use a perturbation analysis in which Edges II and IV are infinitesimally altered in such a way that the perturbed directrix and
generatrix do not coincide, and that the desired results are obtained as the limit of zero perturbation. Such an analysis, while
sufficient to handle the degeneracy, generally involves substantial computations.

In this work, we present an alternative approach to a perturbation analysis of the kind just described. This alternative approach
is based on the idea of taking a special kinematically admissible virtual displacement 𝛿𝒅 for the entirety of Edges II and IV.

Since the directrix and generatrix coincide on Edge II, we have

𝒅(𝛼) = 𝒅(𝑙1) + (𝛼 − 𝑙1)𝒆(𝑙1), 𝛼 ∈ [𝑙1, 𝑙1 + 𝑙2]. (9.31)

An examination of the expression for the bending energy functional 𝐸 in (7.2) reveals that the area element associated with Edge II
is zero since 𝒚̂,𝛼 = 𝒚̂,𝛽 = 𝒆(𝑙1), and therefore there is no contribution to the bending energy (7.11) in the interval 𝛼 ∈ [𝑙1, 𝑙1 + 𝑙2]. On
the other hand, the virtual work of the edge traction 𝒔 and the edge moment 𝒎 on the right-hand side of (8.13) need not vanish
when the entire Edge II has a virtual displacement in which the directrix and the generatrix remain coincident. By (9.31), we have
on Edge II the relations

𝒕(𝛼) = 𝒅′(𝛼) = 𝒆(𝑙1), 𝒈(𝛼) = 𝒏(𝛼) × 𝒕(𝛼) = 𝒏(𝑙1) × 𝒆(𝑙1), 𝒏(𝛼) = 𝒏(𝑙1),

𝛿𝒅(𝛼) = 𝛿𝒅(𝑙1) + (𝛼 − 𝑙1)𝛿𝒆(𝑙1), 𝛿𝒕(𝛼) = 𝛿𝒆(𝑙1).

}

(9.32)

Here, we have used the fact that the normal vector 𝒏 is continuous at the corner of Edges I and II, and it remains constant along a
generator and therefore along Edge II. The virtual work of the edge loads can then be expressed as

∫

𝑙1+𝑙2

𝑙1
(𝒔⋅𝛿𝒅 +𝒎⋅((𝒏⋅𝛿𝒈)𝒕 + (𝒕⋅𝛿𝒏)𝒈 + (𝒈⋅𝛿𝒕)𝒏))d𝛼

= ∫

𝑙1+𝑙2

𝑙1

(

𝒔⋅(𝛿𝒅(𝑙1) + (𝛼 − 𝑙1)𝛿𝒆(𝑙1)) − (𝒎⋅𝒕)(𝒏(𝑙1) × 𝒆(𝑙1))⋅𝛿𝒏(𝑙1) + (𝒎⋅𝒈)𝒆(𝑙1)⋅𝛿𝒏(𝑙1) + (𝒎⋅𝒏)(𝒏(𝑙1) × 𝒆(𝑙1))⋅𝛿𝒆(𝑙1)
)

d𝛼

= 𝒔⋅𝛿𝒅(𝑙1) + 𝒔1 ⋅𝛿𝒆(𝑙1) − 𝑚𝑡(𝒏(𝑙1) × 𝒆(𝑙1))⋅𝛿𝒏(𝑙1) + 𝑚𝑔𝒆(𝑙1)⋅𝛿𝒏(𝑙1) + 𝑚𝑛(𝒏(𝑙1) × 𝒆(𝑙1))⋅𝛿𝒆(𝑙1), (9.33)
21
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where 𝒔, 𝒔1, 𝑚𝑡, 𝑚𝑔 , and 𝑚𝑛 are defined by

𝒔 ≡ ∫

𝑙1+𝑙2

𝑙1
𝒔d𝛼, 𝒔1 ≡ ∫

𝑙1+𝑙2

𝑙1
(𝛼 − 𝑙1)𝒔d𝛼,

𝑚𝑡 ≡ ∫

𝑙1+𝑙2

𝑙1
𝒎⋅𝒕d𝛼, 𝑚𝑔 ≡ ∫

𝑙1+𝑙2

𝑙1
𝒎⋅𝒈d𝛼, and 𝑚𝑛 ≡ ∫

𝑙1+𝑙2

𝑙1
𝒎⋅𝒏d𝛼.

⎫

⎪

⎪

⎬

⎪

⎪

⎭

(9.34)

We denote the virtual work of the edge loads on Edge II by

𝑊II ≡ 𝒔⋅𝛿𝒅(𝑙1) + 𝒔1 ⋅𝛿𝒆(𝑙1) − 𝑚𝑡(𝒏(𝑙1) × 𝒆(𝑙1))⋅𝛿𝒏(𝑙1) + 𝑚𝑔𝒆(𝑙1)⋅𝛿𝒏(𝑙1) + 𝑚𝑛(𝒏(𝑙1) × 𝒆(𝑙1))⋅𝛿𝒆(𝑙1). (9.35)

he variational problem (8.19) now becomes

∫[0,𝑙1]∪[𝑙1+𝑙2 ,2𝑙1+𝑙2]
(𝛿(𝐹 − 𝜆(|𝒅′

| − 1)) − 𝒔⋅𝛿𝒅 −𝒎⋅((𝒏⋅𝛿𝒈)𝒕 − (𝒕⋅𝛿𝒏)𝒈 − (𝒈⋅𝛿𝒕)𝒏))d𝛼 = 𝑊II +𝑊IV, (9.36)

here 𝑊IV is the virtual work of the edge loads on Edge IV, defined by (9.34) and (9.35), with obvious replacement of 𝑙1 by 2𝑙1+ 𝑙2,
nd of 𝑙1 + 𝑙2 by 2𝑙1 + 2𝑙2. By the same analysis presented in Section 8 we again obtain the equation of equilibrium (8.25) and the
ump conditions (8.26) and (8.28)–(8.30), which must hold on Edges I and III. In addition, by considering variations 𝛿𝒅 that vanish
n Edges I and III except near the corner points 𝛼 = 0, 𝛼 = 𝑙1, 𝛼 = 𝑙1 + 𝑙2, and 𝛼 = 2𝑙1 + 𝑙2 and that leave Edges II and IV remaining
o be the coinciding directrix and generatrix, we obtain the following corner conditions that must hold at 𝛼 = 0, 𝛼 = 𝑙1, 𝛼 = 𝑙1 + 𝑙2,
nd 𝛼 = 2𝑙1 + 𝑙2:

(𝑰 − 𝒕⊗ 𝒕)
(

2𝐵𝒉1 − 2
( 𝜕𝐹
𝜕𝜅

𝒖 + 𝐵𝒉2
)′
+ (2𝐵𝒉3)′′ − 2𝜆𝒅′ + 2𝒎1 + 2𝒎′

2 − 𝒔
)

= 𝟎,

(𝑰 − 𝒕⊗ 𝒕)
(

2 𝜕𝐹
𝜕𝜅

𝒖 + 2𝐵𝒉2 − (2𝐵𝒉3)′ − 2𝒎2 − cos 𝜃(𝒔1 + 𝑚𝑛𝒏 × 𝒆) − sin 𝜃(𝒔1 × 𝒏 + 𝑚𝑛𝒆)

− cos𝜙(𝑚𝑡𝒏 × 𝒆 − 𝑚𝑔𝒆) × 𝒖 − sin𝜙(𝑚𝑡 sin 𝜃 + 𝑚𝑔 cos 𝜃)𝒖
)

= 𝟎,

2 sin2 𝜃
𝜅 sin𝜙

𝐵 + 𝒔1 ⋅𝒏 + 𝑚𝑡 cos 𝜃 − 𝑚𝑔 sin 𝜃 = 0.

⎫

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎭

(9.37)

he factor of two in (9.37) arises because a virtual displacement of Edge II (or Edge IV) is companied by appropriate virtual
isplacements of the two end points of Edges I and III. We note that the corner conditions (9.37) are valid only when the directrix
nd the generatrix coincide on a part of the edge.

For the edge loads in the current Subcase 3, we have 𝒔1 = 𝟎, 𝑚𝑡 = 𝑚𝑙2, and 𝑚𝑔 = 𝑚𝑛 = 0 on Edges II and IV. It then follows from
9.37)2 that

𝜇𝑙2𝜅𝒖 −
𝜇𝑙22𝜅

′2

2𝜅2
𝒗 −

(𝜇𝑙22𝜅
′

2𝜅

)′
𝒗 − 𝑚𝑙2𝒖 = 𝟎, 𝛼 = 0, 𝑙1, 𝑙1 + 𝑙2, 2𝑙1 + 𝑙2. (9.38)

ere we have made use of (9.3) and the conditions 𝜙 = 𝜃 = 𝜋∕2. The components of (9.38) give

𝜅(0) = 𝜅(𝑙1) =
𝑚
𝜇

and 𝜅′′(0) = 𝜅′′(𝑙1) = 0, (9.39)

hich, in combination with (9.6) lead to

𝜅(𝛼) = 𝑚
𝜇
, 𝛼 ∈ [0, 𝑙1]. (9.40)

Therefore, the deformed surface is a partial circular cylinder with radius 𝜇∕𝑚. For the special value of the bending moment
𝑚 = 2𝜋𝜇∕𝑙1, the cylinder closes, and the resulting deformation is identical to that in the Subcase 2, given by (9.27) and (9.28),
as depicted in Fig. 8. Recalling (9.30)2, we see that the assigned edge moments 𝒎 are vectors in the directions of 𝒕 and hence are
bending moments as indicated by the curved arrows in Fig. 8. Furthermore, the magnitude of 𝒎 as defined is the moment per unit
edge length. Therefore, it follows from (9.38)1 that the magnitude 𝑀 of the total bending moment on Edge II is 𝑀 = 𝑙2𝑚 = 𝜇𝑙2𝜅(𝑙1)
while that on Edge IV is 𝑀 = 𝜇𝑙2𝜅(0). This also provides a justification of (9.23).

We note that since 𝜅 is constant on Edges I and III in this subcase, (9.3)2 gives 𝐵 = 0. Therefore, the two remaining corner
conditions (9.37)1,3 are satisfied automatically.

In this subcase, the expression for the Lagrange multiplier 𝜆 is given by (9.29).

.4. Connecting edge placements and zero edge loads on Edges II and IV

In this subcase, a mixed edge condition is assigned. Specifically, we prescribe the connecting edge placement condition

𝒚̃(0, 𝑥2) = 𝒚̃(𝑙1, 𝑥2) (9.41)

nd the (zero) edge moment condition
22

𝒎 = 𝟎. (9.42)
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Fig. 8. Left: Rectangular reference configuration . Right: Right-circular cylindrical equilibrium configuration  determined by the application of (zero) edge
tractions (9.30)1 and (non-zero) edge moments (9.30)2 to Edges II and IV. In this case and granted that 𝑚 = 2𝜋𝜇∕𝑙1 (so that the cylinder is closed), the deformation
𝒚̃ is identical to that defined in (9.28).

The connecting edge placement conditions (9.41) again requires that

𝒅(0) = 𝒅(𝑙1) (9.43)

on Edge I. On the other hand, the zero edge moment (9.42) implies that

𝜅(0) = 𝜅(𝑙1) = 0 and 𝜅′′(0) = 𝜅′′(𝑙1) = 0. (9.44)

These conditions follow from the same analysis as that leading to (9.39) in Subcase 3.
The form of the solution 𝜅 of (9.6) is the same as that in Subcase 1 with (9.21)2 being replaced by a new equation. Specifically,

the curvature of the deformed Edge I is given by

𝜅(𝛼) = 𝜅0 cos𝜑(𝛼), 𝛼 ∈ [0, 𝑙1], (9.45)

where 𝜑 is again the Jacobi amplitude function defined by (9.13) and (9.14). The spatial directrix of Edge I is given by

𝒅(𝛼) =
2𝜅0 cos𝜑(𝛼)

𝜅2
0 + 𝑐

𝒆1 + ∫

𝛼

0

𝜅2
0 cos

2 𝜑(𝛼) + 𝑐

𝜅2
0 + 𝑐

𝑑𝛼 𝒆2, 𝛼 ∈ [0, 𝑙1], (9.46)

and the deformed surface  is given by

𝒚̃(𝑥1, 𝑥2) = 𝒅(𝑥1) + 𝑥2 𝒆1 × 𝒆2, 𝑥1 ∈ [0, 𝑙1], 𝑥2 ∈ [0, 𝑙2]. (9.47)

It follows from (9.43) and (9.44) that the constant 𝑐 and 𝜅0 must satisfy

∫

𝑙1

0
(𝜅2

0 cos
2 𝜑(𝛼) + 𝑐)d𝛼 = 0 and cos𝜑(0) = 0. (9.48)

We note that an additional provision, namely (9.48)2, is required to satisfy the conditions (9.44).
For 𝑙1 = 1, (9.13), (9.14), and (9.48) admit a solution with the following numerical values of the parameters:

𝑐 = −28.1, 𝜅0 = 8.44. (9.49)

The corresponding deformed surface  is depicted in Fig. 9.
A comparison of Subcases 1 and 4 reveals the effects of the different edge conditions on the deformed surface. In Subcase 1,

the edge orientations are as prescribed in (9.8)2. Consequently, appropriate bending moments must be applied to the edges by the
device that prescribe the edge orientation. In Subcase 4, on the other hand, the (zero) edge moments are imposed by (9.42) and
the edge orientations are not prescribed. The resulting solution subsequently gives the edge orientations as indicated in Fig. 9.

We also note that it follows from (9.45) and (9.48)2 that 𝜅(0) = 𝜅(𝑙1) = 0, and, therefore, that 𝐵(0) = 𝐵(𝑙1) = 0 by (9.3)2. This
ensures that the corner conditions (9.37) are once again satisfied automatically.
23
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Fig. 9. Left: Rectangular reference configuration . Right: Cornered cylindrical equilibrium configuration  corresponding to the deformation 𝒚̃, as defined in
(9.47), determined by connecting Edges II and IV by applying edge placements (9.41) and (zero) edge moments (9.42).

10. Summary

We have developed a general framework for determining the equilibrium shape of an inextensional material surface of general
geometry that deforms under prescribed boundary conditions of edge placements, dead-load edge tractions, and dead-load edge
moments. Apart from being flat, the undistorted reference configuration of the material surface is essentially unrestricted. In
particular, the reference shape is not limited to being ribbon-like in the sense that its width in some direction is small relative
to its width in some other direction. Our theory is based on a representation of an isometric deformation, from a flat surface to
a developable surface, in terms of a collection of straight-line generators in 3 together with an appropriately designated space
curve, called the spatial directrix, through which the field of generators uniquely intersect. For our analysis, we select the edge of
the material surface as the directrix. This previously unexplored choice ensures satisfaction of the covering requirement that, for
any isometric deformation of , each material point is passed by a generator, and thus leads to the complete class of isometric
deformations that are possible for a general reference configuration. Other approaches which select a directrix that is internal
to the material surface, such as the midline for a rectangular reference strip, generally violate the covering requirement, making
it impossible to ensure that each point on the deformed image of the strip is unambiguously identified with a material point
corresponding to a fixed position in the reference strip.

An advantage of our strategy is that a dimensional reduction of the total bending energy can be accomplished in closed form while
avoiding any approximation associated with partial covering. We formalize this idea and develop a faithful dimensional reduction
of the total bending energy by performing an integration along the generators, leading to a one-dimensional variational problem to
determine the equilibrium configuration of the material surface. The resulting bending energy integral is a functional of the spatial
directrix, which by our choice corresponds to the edge of the deformed surface. To complete the formulation of the variational
problem based on the principle of virtual work, we write the potential energy of the dead-load edge tractions as a functional of the
spatial directrix. Furthermore, the work done by the dead-load edge moments through an isometric infinitesimal surface deformation
at the edge is shown to be a functional of the variations of the derivatives of the spatial directrix.

We then derive the Euler–Lagrange equation and jump conditions associated with the functional of the bending energy and the
work done by the edge loads, which is an essential logical step in the variational characterization of equilibrium, but has not been
previously done, notwithstanding that it was implied by Sadowsky (1930) more than 80 years ago. A major consequence of the
dimensional reduction of the energy functional is that the resulting Euler–Lagrange equation is an ordinary differential equation for
the spatial directrix. Any solution to this equation determines the equilibrium image of the edge of the deformed surface, and thus
the equilibrium configuration of the deformed surface. The edge traction and edge moment enter the equation directly. To illustrate
the range of applicability of our framework, we present an example of the equilibrium shapes of a rectangular strip under various
edge conditions.
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ppendix A. Variations

In this Appendix, we obtain expressions for the variations of the intermediate variables 𝜅, 𝜃, 𝛼̄, 𝛽, and 𝒏 in terms of 𝛿𝒅′, 𝛿𝒅′′,
and 𝛿𝒅′′′. As noted in Section 8, these variations are required to derive the first variation of the energy functional with respect to
the independent variable 𝒅 and, thus, to derive the Euler–Lagrange equation (8.25).

From the definitions (5.1)2 and (5.3) of the unit normal and curvature 𝜅 of the spatial directrix, we see that 𝛿𝜅 is given in terms
of 𝛿𝒅′′ by

𝛿𝜅 = 𝒅′′ ⋅𝛿𝒅′′

|𝒅′′
|

= 𝒖⋅𝛿𝒅′′. (A.1)

Toward finding 𝛿𝜃, we first take the variation of (4.4) to find that 𝛿𝜙 and 𝛿𝜙′ are given in terms of 𝛿𝜅 and 𝛿𝜅′ by

𝛿𝜙 =
cot 𝜙
𝜅

𝛿𝜅 and 𝛿𝜙′ = −
𝜅𝜙′ csc2 𝜙 + 𝜅′ cot 𝜙

𝜅2
𝛿𝜅 +

cot 𝜙
𝜅

𝛿𝜅′. (A.2)

Varying (4.5) while using (5.1) and (5.3), we next find that 𝛿𝜏 is given in terms of 𝛿𝒅′, 𝛿𝒅′′, and 𝛿𝒅′′′ by

𝛿𝜏 = (𝜏𝒕 + 𝜅𝒗)⋅𝛿𝒅′ − 𝜅𝜏𝒖 + 𝜅′𝒗
𝜅2

⋅𝛿𝒅′′ + 𝒗
𝜅
⋅𝛿𝒅′′′. (A.3)

Varying (4.3) and using (A.1)–(A.3) along with (5.7), we find that 𝛿𝜃 also depends on 𝛿𝒅′, 𝛿𝒅′′, and 𝛿𝒅′′′ and is given by

𝛿𝜃 =
sin 𝜃 cos 𝜃(sin𝜙𝛿𝜅 + 𝜅 cos𝜙𝛿𝜙) − sin2 𝜃(𝛿𝜏 + 𝛿𝜙′)

𝜅 sin𝜙

= − sin2 𝜃
𝜅 sin𝜙

(𝜏𝒕 + 𝜅𝒗)⋅𝛿𝒅′ + sin2 𝜃
𝜅 sin2 𝜙

(

cos𝜙 𝒕 + 2 cot 𝜃𝒖 +
𝜅′ − 𝜅𝜏 cot 𝜙

𝜅2
𝒈
)

⋅𝛿𝒅′′ − sin2 𝜃
𝜅2 sin2 𝜙

𝒈⋅𝛿𝒅′′′. (A.4)

We next show that 𝛿𝛼̄ and 𝛿𝛽 are both proportional to 𝛿𝜃 and, thus, by (A.4), can be expressed in terms of 𝛿𝒅′, 𝛿𝒅′′, and 𝛿𝒅′′′.
Varying the representation (4.1) for the referential generatrix 𝒃, we see that 𝛿𝒃 is given by

𝛿𝒃 = 𝒃⟂𝛿𝜃, (A.5)

where 𝒃⟂ is defined by

𝒃⟂ ≡ − sin 𝜃𝒂′ + cos 𝜃𝒋. (A.6)

Varying (8.23), which determines both 𝛼̄ and 𝛽, we see that

𝒂′(𝛼̄)𝛿𝛼̄ = 𝛿𝛽 𝒃 + 𝛽𝛿𝒃. (A.7)

Resolving (A.7) in the directions of 𝒃 and 𝒃⟂ and using (A.5), we see further that

𝒃⋅𝒂′(𝛼̄)𝛿𝛼̄ = 𝛿𝛽 and 𝒃⟂ ⋅𝒂′(𝛼̄)𝛿𝛼̄ = 𝛽𝒃⟂ ⋅𝛿𝒃 = 𝛽𝛿𝜃 (A.8)

and, thus, by (A.8), that 𝛿𝛼̄ and 𝛿𝛽 can be expressed as

𝛿𝛼̄ =
𝛽

𝒃⟂ ⋅𝒂′(𝛼̄)
𝛿𝜃 and 𝛿𝛽 =

𝛽𝒃⋅𝒂′(𝛼̄)
𝒃⟂ ⋅𝒂′(𝛼̄)

𝛿𝜃. (A.9)

Recognizing that the variations in (A.9) can be written in alternative forms with 𝜃(𝛼̄) being defined through

cos 𝜃(𝛼̄) = 𝒃(𝛼̄)⋅𝒂′(𝛼̄) (A.10)

hile bearing in mind that 𝒃(𝛼̄) = −𝒃(𝛼), we see that (A.9) can be expressed alternatively as

𝛿𝛼̄ = 𝛽 csc 𝜃(𝛼̄)𝛿𝜃 and 𝛿𝛽 = −𝛽 cot 𝜃(𝛼̄)𝛿𝜃. (A.11)

Finally, varying 𝒏 in (5.7) and invoking (5.1)2,3, (A.1), and (A.2)1, we see that 𝛿𝒏 is given in terms of 𝛿𝒅′ and 𝛿𝒅′′ by

𝛿𝒏 = −(cos𝜙𝒖 + sin𝜙𝒗)𝛿𝜙 − sin𝜙𝛿𝒖 + cos𝜙𝛿𝒗

= −cos𝜙𝒖 × 𝛿𝒅′ −
( sin𝜙 𝒕⊗ 𝒕 + 1 𝒈⊗ 𝒈

)

𝛿𝒅′′. (A.12)
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Appendix B. Jump conditions

In this Appendix, we derive the jump conditions (8.28) arising from the requirement (8.27) that the components of 𝛿𝒅′ be
continuous relative to the Darboux frame {𝒕, 𝒈,𝒏}.

We begin by using the Euler–Lagrange equation (8.25) and the jump condition (8.26) to reduce the first variation condi-
tion (8.21), giving:

[[( 𝜕𝐹
𝜕𝜅

𝒖 + 𝜕𝐹
𝜕𝜃′

𝒉1 + 𝐵𝒉2 − (𝐵𝒉3)′ −𝒎2

)

⋅𝛿𝒅′ +
( 𝜕𝐹
𝜕𝜃′

𝒉2 + 𝐵𝒉3
)

⋅𝛿𝒅′′ + 𝜕𝐹
𝜕𝜃′

𝒉3 ⋅𝛿𝒅′′′
]]

= 0. (B.1)

Then, using the consequences

𝒅′ ⋅𝛿𝒅′ = 0, 𝒅′′ ⋅𝛿𝒅′ + 𝒅′ ⋅𝛿𝒅′′ = 0, 𝒅′′′ ⋅𝛿𝒅′ + 2𝒅′′ ⋅𝛿𝒅′′ + 𝒅′ ⋅𝛿𝒅′′′ = 0, (B.2)

of the constraint (2.4)4 in (B.1) and invoking the conditions (8.27) ensuring that the components of 𝛿𝒅′ are continuous relative to
the Darboux frame {𝒕, 𝒈,𝒏}, we find that

0 =
[[( 𝜕𝐹

𝜕𝜅
𝒖 + 𝜕𝐹

𝜕𝜃′
𝒉1 + 𝐵𝒉2 − (𝐵𝒉3)′ −𝒎2 −

𝜕𝐹
𝜕𝜃′

(𝒉2 ⋅𝒅′)𝒅′′
)

⋅𝛿𝒅′
]]

+
[[( 𝜕𝐹

𝜕𝜃′
𝒉2 + 𝐵𝒉3

)

⋅(𝑰 − 𝒅′ ⊗ 𝒅′)𝛿𝒅′′
]]

+
[[ 𝜕𝐹
𝜕𝜃′

𝒉3 ⋅(𝑰 − 𝒅′ ⊗ 𝒅′)𝛿𝒅′′′
]]

=
[[( 𝜕𝐹

𝜕𝜅
𝒖 + 𝜕𝐹

𝜕𝜃′
𝒉1 + 𝐵𝒉2 − (𝐵𝒉3)′ −𝒎2 −

𝜕𝐹
𝜕𝜃′

(𝒉2 ⋅𝒅′)𝒅′′
)

⋅𝒈
]]

𝒈⋅𝛿𝒅′

+
[[( 𝜕𝐹

𝜕𝜅
𝒖 + 𝜕𝐹

𝜕𝜃′
𝒉1 + 𝐵𝒉2 − (𝐵𝒉3)′ −𝒎2 −

𝜕𝐹
𝜕𝜃′

(𝒉2 ⋅𝒅′)𝒅′′
)

⋅𝒏
]]

𝒏⋅𝛿𝒅′

+
[[( 𝜕𝐹

𝜕𝜃′
𝒉2 + 𝐵𝒉3

)

⋅(𝑰 − 𝒅′ ⊗ 𝒅′)𝛿𝒅′′
]]

+
[[ 𝜕𝐹
𝜕𝜃′

𝒉3 ⋅(𝑰 − 𝒅′ ⊗ 𝒅′)𝛿𝒅′′′
]]

. (B.3)

ince 𝒈⋅𝛿𝒅′ and 𝒏⋅𝛿𝒅′ can be varied arbitrarily, we obtain two jump conditions from (B.3):
[[( 𝜕𝐹

𝜕𝜅
𝒖 + 𝜕𝐹

𝜕𝜃′
𝒉1 + 𝐵𝒉2 − (𝐵𝒉3)′ −𝒎2 −

𝜕𝐹
𝜕𝜃′

(𝒉2 ⋅𝒅′)𝒅′′
)

⋅𝒈
]]

= 0,
[[( 𝜕𝐹

𝜕𝜅
𝒖 + 𝜕𝐹

𝜕𝜃′
𝒉1 + 𝐵𝒉2 − (𝐵𝒉3)′ −𝒎2 −

𝜕𝐹
𝜕𝜃′

(𝒉2 ⋅𝒅′)𝒅′′
)

⋅𝒏
]]

= 0.

⎫

⎪

⎬

⎪

⎭

(B.4)

Using the definitions (8.18), (8.22)2, and (8.22)1–4 of 𝐹 , 𝒎2, 𝐵, 𝒉1, 𝒉2, and 𝒉3 in (B.4), we obtain the jump conditions (8.28).
The jump conditions (8.29) and (8.30) can be obtained by applying an argument similar to that yielding (B.4) to the remaining

consequence,
[[( 𝜕𝐹

𝜕𝜃′
𝒉2 + 𝐵𝒉3

)

⋅(𝑰 − 𝒅′ ⊗ 𝒅′)𝛿𝒅′′
]]

+
[[ 𝜕𝐹
𝜕𝜃′

𝒉3 ⋅(𝑰 − 𝒅′ ⊗ 𝒅′)𝛿𝒅′′′
]]

= 0, (B.5)

of (B.3).
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