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Abstract

The flow conditions at which a given surface will begin to show the effects of roughness in the form of increased wall shear
stress above that of the hydraulically-smooth wall and the behavior of frictional drag in the transitionally-rough regime
are still poorly understood. From a practical standpoint, the engineering correlations to predict this behavior should
be based on information that can be obtained solely from the surface topography, thus excluding any information that
requires hydrodynamic testing. The goal of this work is to take a systematic approach when generating surface roughness
where the roughness parameters can be controlled. Three surfaces with fixed amplitude and varying power-law spectral
slope (E(κ) ∼ κP ; P = −0.5,−1.0,−1.5) were generated and replicated using high-resolution 3D printing. Results show
that the surface with the shallower spectral slope, P = −0.5, produces the highest drag, whereas the surface with the
steeper spectral slope, P = −1.5 produces the least drag. This highlights that some roughness scales do not contribute
significantly to the drag. In fact, the effective slopes, ES of the investigated surfaces were less than 0.35, which indicates
that the surfaces are in the so-called “wavy” regime (Schultz and Flack, 2009). A high-pass filter of 1 mm (corresponding
to ∼ 10 times of the roughness height) was applied. By removing the long-wavelength roughness scales, the correlation
between the filtered roughness amplitude and the frictional drag showed the correct trend.
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1. Introduction

Surface roughness is encountered in a multitude of
practical and industrial applications, such as flow inside
pipelines or over turbine blades (which may degrade with
deployment time), and flow over complex geometries and/or
topographies, such as urban and environmental flows. It
is widely known that roughness increases frictional drag,
which may lead to higher thermal loads and degradation of
performance. Recently tested roughness was seen to cause
additional undesirable effects in certain conditions, such
as secondary flow (Barros and Christensen, 2014; Kevin
et al., 2017; Anderson et al., 2015; Nugroho et al., 2013),
which may lead to lateral drag (Willingham et al., 2014).
Given the complexity of rough-wall flows, it is often de-
sired to develop simple predictive models for frictional drag
that can provide a good degree of accuracy in practical
engineering applications. Such a model can be derived
purely from the surface topography (i.e., roughness statis-
tics, such as, root-mean-square, r.m.s., skewness, Sk, kur-
tosis, Ku, etc.). Therefore, it is crucial to understand the
relationship between surface’s topography and its impact
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on the hydraulic resistance. One example would be the
characterization of drag penalties due to different biofoul-
ing conditions on ship hulls. A particular advantage for
having a simple drag predictive model based upon the
roughness statistics would be the optimization between
drag penalties (and thus a reduction in ship’s performance
and cruising speeds) and fuel/cleaning costs.

Many important studies have been conducted on sim-
plified, sparse arrays of roughness elements, such as cubes
and transverse square bars, which often have a single rough-
ness scale, in order to develop correlations between drag
penalties (more specifically, the roughness function, ∆U+)
and some roughness parameters. These parameters range
from simple ones, such as roughness spacing parameter,
λ = pitch/height (Bettermann, 1965) and the density pa-
rameter, λd = total surface area/total roughness area (Dvo-
rak, 1969), to more complex ones, such as the combined
density and shape parameter, Λ = (d/k)(Af/As)

−4/3, where
d is average element spacing, k is the roughness height, Af
is the frontal area of a single roughness element, and As is
the windward wetted surface area of a single roughness el-
ement (Dirling, 1973). Macdonald et al. (1998) introduced
an analytical model to predict drag, in the form of surface
roughness height, z0 (similar to the equivalent sand-grain
roughness height, ks), for staggered and square arrays of
cubes. This model agrees very well with experimental data
for a wide range of planform densities, λp = Ap/Ad, where
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Ap is the total plan area and Ad it the total area covered
by the roughness elements. Recently, Yang et al. (2016)
proposed a new analytical model for cubes (staggered and
square arrays), where an exponential mean velocity pro-
files is assumed in the roughness sublayer, as evidenced
in LES results presented in their work. Additionally, this
model takes into account volumetric sheltering effects due
to the momentum deficit in the wake of the roughness el-
ements, which is accounted for in the drag on adjacent
elements. Good agreement was found between their LES
results and the Macdonald et al. (1998) analytical model.

As was previously mentioned, many practical rough-
ness topographies embody a multitude of roughness scales,
and therefore cannot be easily characterized by the pa-
rameters described above. In addition, these practical,
realistic roughness types usually cover the entire surface,
which, again, limit the use of parameters based on ele-
ment to element spacing. Therefore, it seems that any
predictive model for the frictional drag on these realis-
tic surfaces should rely upon surface statistics. Flack and
Schultz (2010), using a multitude of roughness geometries
ranging from sandpaper with various grit scales to pyra-
mids and packed spheres, developed a predictive model
for ks that is solely based upon the roughness root-mean-
square height, krms, and the skewness of the probability
density function, Sk, in the form of,

k
s, predicted = Akrms(1 + Sk)b (1)

where A and b are determined from a least square fit. It
should be noted that this model is only applicable in the
fully-rough regime. If fact, developing a model that covers
all regimes - that is, hydraulically-smooth to transitionally-
rough and fully-rough regimes, has proven to be chal-
lenging. Flack et al. (2016) generated 15 surfaces via
grit-blasting, with various media sizes and combinations
of thereof, and the skin friction was measured for a wide
range of Reynolds numbers, covering all roughness regimes.
They showed that the roughness function, ∆U+ remains
largely invariant with surface texture. One possible reason
why these surfaces did not display significant differences
in the transitionally-rough regime could be linked to Sk,
which for all the tested surfaces were inherently negative.
Additionally, the authors verified that ks correlated quite
well with krms and Sk.

Based upon the work from Flack et al. (2016), the
current work takes a more systematic approach, which
consists of mathematically generating surfaces roughness
where the roughness statistical parameters can be con-
trolled. Three surface were created where the amplitude of
the roughness was nominally kept constant coupled with a
systematic variation in the power-spectral density. The re-
production of these surfaces was done via high-resolution
3D printing, and subsequent hydrodynamics tests were
performed in a channel flow facility where the skin-friction
was measured.

2. Experimental Facilities and Methods

The present experiments were conducted in the high
Reynolds number turbulent channel flow facility at the
United States Naval Academy. The test section is 25 mm
in height (H), 200 mm in width (W ), and 3.1 m in length
(L). The channel flow facility has a reservoir tank con-
taining 4000 L of water. The water temperature is held
constant to within ±0.25◦ C using a thermostat-controlled
chiller. The water is deaerated and filtered to remove par-
ticulate material larger than 2µm. The flow is driven by
two 7.5 kW pumps operated in parallel. The pumps are
operated by separate, variable frequency drive units which
are computer-controlled. The flow rate is measured using a
Yokogawa ADMAG AXF magnetic flow-meter that has an
accuracy of 0.2% of the reading. The bulk mean velocity
in the test section ranges from 0.4 - 11.0 m/s, resulting in
a Reynolds number based on the channel height and bulk
mean velocity (Rem) range from 10,000 - 300,000. Further
details of the facility including flow management devices,
tripping, and flow quality are given in Schultz and Flack
(2013).

Nine static pressure taps are located in the test section
of the channel. They are 0.75 mm holes and are placed
along the centerline of the side wall of the channel and
are spaced 6.8H apart. The streamwise pressure gradient
(dp/dx) is determined with a GE-Druck LPM 9000 series
differential pressure transducer with a 100 mbar range,
and have an accuracy of ±0.1% of full scale. Pressure taps
5 - 8 are used to measure the streamwise pressure gradi-
ent in the channel, located ∼ 90H - 110H downstream
of the trip at the inlet to the channel. The linearity in
the measured pressure gradient using these four taps was
quite good with a coefficient of determination (R2) of the
regression generally greater than 0.995.

The wall shear stress, τw, is determined via measure-
ment of the streamwise pressure gradient given as follows:

τw = −H
2

dp

dx
(2)

or expressed as the skin-friction coefficient, Cf

Cf =
τw

1
2ρU

2
= 2
(uτ
U

)2
(3)

whereH = channel height, p= static pressure, x= stream-
wise distance, ρ = fluid density, U = bulk mean veloc-
ity, and uτ = friction velocity. A similarity-law proce-
dure of Granville (1987) for fully-developed internal flows
was employed to determine the roughness function, ∆U+.
Granville’s method states that the roughness function can
be obtained by:

∆U+ = U+
s − U+

r =

√
2

CfS
−

√
2

CfR
(4)

where the subscripts S and R represents smooth and rough
surfaces, respectively, evaluated at the same Rem(Cf )

1
2 or

Reτ .
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The flow develops over smooth walls for a distance of
60H in the upstream portion of the channel. The roughness-
covered plates (∼ 1.5m) form the top and bottom walls for
the remainder of the test section. This results in a rough-
ness fetch of 30H before the first tap used in the determi-
nation of dp/dx. In a previous work (Flack et al., 2016),
fully-developed flow was confirmed with velocity profiles
located 90H and 110H downstream of the trip. Details
of the velocity measurements are outlined in Schultz and
Flack (2013).

The rough surfaces investigated in this work were cre-
ated mathematically with the desire to achieve full control
of the surface parameters. That is, surface statistics, such
as r.m.s, peak-to-trough height, skewness and kurtosis, can
be systematically changed and controlled. This methodol-
ogy opens the possibility to better identify the roughness
scales that contribute the most to frictional drag, as well
as the onset to the transitionally- and fully-rough regimes.
The surfaces were generated in MATLAB using a circu-
lar Fast Fourier Transform (FFT) with a random set of
independent phase angles, distributed between 0 and 2π,
with a power-law slope transfer function, H = κP , where
κ is the wavenumber and P the slope of the power-law.
This approach is similar to the one used by Anderson and
Meneveau (2011). Therefore, the roughness generated by
this method contains a multitude of scales that obeys the
imposed power-law slope power spectrum (E(κ) ∼ κP ),
and the surface elevation possesses a Gaussian probability-
density-function (p.d.f ). For the surface roughness tested
in this work, the slope of the power law was systemati-
cally changed while holding the amplitude constant. Ta-
ble 1 summarizes the surface statistics of the three tested
surfaces, P = −0.5,−1.0 and −1.5, which includes the
roughness r.m.s, krms, peak-to-trough height, kt, mean el-
evation, ka, skweness, Sk, kurtosis, Ku, effective slope,
ES (Napoli et al., 2008), and the equivalent sang-grain
roughness height, ks. The generated surfaces were then re-
produced using a high-resolution 3D printer (Projet 3500
HDMax, with lateral resolution 34µm, elevation resolu-
tion 16µm). Due to the complexity of these rough sur-
faces and limitations of the printer’s software, the max-
imum roughness tile that could be successfully printed,
with a spatial resolution of 40µm, was ∼ 108 mm×108 mm
1. This required the concatenation of multiple printed
roughness patches in order to cover the entire width of
the channel. To efficiently replicate the printed rough sur-
faces, a mold/cast technique was employed. A composite
panel, comprised of four printed roughness tiles and ar-
ranged in a two by two array, for each power-law slope
investigated herein, was created. To avoid any secondary
flow, these four smaller tiles had the exact same rough-
ness statistics, however, each of which with different ran-

1Extensive qualitative and quantitative comparison analyses were
performed between the generated surfaces and their printed counter-
parts. Roughness statistics differences were verified to be no more
than 10-15µm in the krms.

dom phases, and therefore with different topographical fea-
tures. The tiles were glued using epoxy (West System
105 with a 206 Slow Hardener) onto a piece of G-10 using
vacuum-bagging technique to ensure flatness of the tiles.
The procedure consisted of creating silicon rubber molds
(Smooth-On Mold Star 30) from a composite roughness
panel. The rubber mix was de-gassed to get rid of all the
bubbles that could deprecate the quality of the roughness
textures. Half-way through pouring the mix onto the com-
posite panel, the molds were reinforced with two layers of
carbon fiber (covering the entire size of the mold) to mini-
mize any distortions and shrinkage in order to ensure that
all roughness tiles had the same dimensions. The rough-
ness tiles were reproduced using epoxy (West System 105
with a 206 Slow Hardener) as the cast material. Great care
was taken when pouring the mix onto the silicon rubber
mold to avoid any bubbles becoming stuck on the rough
surface. A total of 20 tiles were reproduced per power-law
slope. Once the casting was concluded, the tiles were glued
onto a piece of acrylic (two of ∼ 216 mm×1525 mm) using
the same epoxy and the vacuum bagging technique. This
assured that all tiles were perfectly flush onto the acrylic
plate. Subsequently, these plates were machined using a
5-axis milling station (Hass VF-11), placed on a vacuum
table, to the size specification to fit in the channel flow
facility.

The surfaces scans, comprised of 50 mm by 15 mm (x
and y direction, respectively), were obtained with an opti-
cal profilometer utilizing white light interferometry (Veeco
Wyco NT9100), with sub-micron vertical resolution and
3.4µm of lateral resolution. Figure 1(left-panel) shows
the contour maps of the investigated surfaces measured by
the profilometer. The data acquired from the profilome-
ter require careful post-processing in order to remove any
anomalies and spurious data as well as filling all holes in
the surface scans. The surface scans had tilt and curvature
removed, and the holes were filled using a PDE-based in-
terpolation method (Bertalmio et al., 2000). Spurious data
from the interpolation step were removed by a median-test
filter, followed by a second PDE-based interpolation. Fur-
ther details of the post-processing can be found in Flack
et al. (2016). In order to compute the roughness statistics,
a total of 10 line-scans per surface were extracted (x - di-
rection). These profiles had 1 mm space between them to
ensure statistical independence.

2.1. Uncertainty estimates

Uncertainty estimates in the measured quantities pre-
sented herein were calculated using the method of Moffat
(1988) which accounts for both precision and bias, follow-
ing the procedure used by Flack et al. (2016). In sum-
mary, the precision uncertainty in the skin-friction was
calculated at 95% confidence by multiplying the standard
error by the two-tailed t-value as described in Coleman and
Steele (1995). The standard errors were calculated from
the results of six replicate experiments covering the entire
Reynolds number range. Bias estimates were combined
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3. RESULTS AND DISCUSSION

Table 1: Roughness statistics, i.e., ka, krms, kt, Sk, Ku, and ES, for the tested surfaces.

E(κ) ∼ κP ka[µm] krms[µm] kt[µm] Sk Ku ES ks[µm]
P = −0.5 21.0 25.9 73.3 0.11 2.9 0.14 53.0
P = −1.0 25.3 31.1 84.9 0.08 2.9 0.12 33.5
P = −1.5 24.3 40.4 104.2 -0.03 2.9 0.09 21.0

1

-100 -50 0 50 100Elevation [µm] :

0 10 20 30 40 50

X [mm]

0

5

10

15

Y
 [

m
m

]

Figure 1: Contour maps of the printed version from the mathematically generated rough surfaces with power law slopes P = −0.5, −1.0 and
−1.5. Lower-right corner depicts isometric view of the 3 surfaces. Height was multiply by 3 to emphasis the topography.

with the precision uncertainties to calculate the overall
uncertainties in the skin-friction. The overall uncertainty
in Cf is typically ±9% at the lowest Reynolds number
(Rem = 11, 000) but rapidly drops to about ±1.2% for
Rem ≥ 40, 000. The uncertainty in the roughness func-
tion was calculated using standard error propagation tech-
niques. The uncertainties in Cf outlined above were prop-
agated through Eq. 4. The resulting overall uncertainty in
U+ is ±3.8% or ±0.15, whichever is greater.

3. Results and Discussion

The skin-friction, Cf , results for all the tested surfaces
as a function of Reynolds number, Rem are shown in fig-
ure 2. Also shown are the smooth wall experimental re-
sults of Schultz and Flack (2013) for comparison. At lower
Reynolds number, all surfaces are hydraulically-smooth.
Furthermore, at sufficiently high Reynolds number the sur-
faces exhibit fully-rough behavior, where the skin-friction
becomes independent of Reynolds number. It is also worth
pointing out that the Cf curves presented herein do not
seem to have the Nikuradse-like inflectional behavior in
the transitionally-rough regime (Nikuradse, 1933). Sur-
face 1 (P = −0.5) produces the highest frictional drag,

whereas surface 3 (P = −1.5) has the lowest drag. This is
an interesting result, because as the power-law slope, P ,
becomes steeper the surface tends to produce less drag.
This seems counterintuitive if one only draws a conclusion
regarding the drag from the surfaces’ statistics (table 1)
and surface topography maps (figure 1). In fact, it is clear
that the surface with the power-law slope of P = −1.5 has
the largest statistical and topographical features, whereas
the surface with the slope of P = −0.5 has the least. Con-
versely, table 1 shows that the equivalent roughness grain
height, ks, for P = −0.5 is ks = 53.0µm (most drag), and
ks = 21.0µm for P = −1.5 (least drag). These results from
the skin-friction seem to indicate that there are roughness
scales that do not contribute significantly to the drag.

The roughness function, ∆U+, for a range of rough-
ness Reynolds number, k+s , where ks is the equivalent sand
grain roughness height, is shown in figure 3. A similarity-
law procedure of Granville (1987) for fully-developed inter-
nal flows was employed to determine the roughness func-
tion, ∆U+ (Eq. 4). In the fully-rough regime the rough-
ness function for all the tested surfaces display good col-
lapse, as expected, when scaled with using ks. The onset
to the transitionally-rough regime seems to be a function
of the power-law slope, P , where it varies from k+s ∼ 0.7
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Figure 2: Skin-friction coefficient across Reynolds number. Symbols

are: for P = −0.5; for P = −1.0; for P = −1.5; and for
smooth-wall Schultz and Flack (2013)
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P = −1.0; for P = −1.5.

for P = −1.5 to k+s ∼ 2 for P = −0.5. Additionally,
the onset of the fully-rough regime occurs from k+s ∼ 10
to k+s ∼ 15, and it also seems to be a function of the
power-law slope. Therefore, the rough surfaces tested in
this work display notable variation in the transitionally-
rough regime. This is particularly interesting because in
a previous study from Flack et al. (2016) it was found
that the different grit-blasted surfaces did not display sig-
nificant variations in the transitionally-rough regime. In
fact, the roughness function remained relatively invariant
with surface texture. This may have to do with the fact
that these grit-blasted surfaces are inherently negatively
skewed. It is important to remember that the surfaces
tested in the present work have a Gaussian p.d.f (Sk ∼ 0
; Ku ∼ 3). Therefore, it could be that skewness may play
an important role in the overall behavior of the roughness
function in the transitionally-rough regime. Similarly to
the Cf curves shown in figure 2, the shape of the roughness

function in the transitionally-rough regime does not follow
the Nikuradse (1933) roughness function for uniform sand
grain. Additionally, it does not follow the Colebrook et al.
(1939) roughness function that is used in the Moody dia-
gram (Moody, 1944).
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Figure 4: Effective slope, ES, versus roughness function, ∆U+,

for the tested surfaces ( for P = −0.5; for P = −1.0; for
P = −1.5), (a) Highest Reynolds number, and (b) Reynolds num-
ber dependency. Also included Napoli et al. (2008) (× symbols),
and Schultz and Flack (2009) (colored ♦ symbols)

As previously mentioned, it seems that there may be
some roughness scales, mainly in the P = −1.5 and P =
−1.0 cases, that do not significantly contribute to frictional
drag. Referring back to figure 1, one could naively draw
conclusions regarding the impact each of surfaces tested
herein have on the drag by simply looking at their topo-
graphical features, i.e. how rough they are. Figure 4(a)
shows the correlation between the effective slope, ES, and
the roughness function for the tested roughness. Addition-
ally, data from Napoli et al. (2008) and Schultz and Flack
(2009) are included for comparison. It can be seen that
the surface roughness investigated in this work fall below
the value where the roughness function is independent of
the effective slope, ES ≥ 0.35. This means that the tested
roughness fall under the so-called “wavy” regime (Schultz
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4. SUMMARY

and Flack, 2009). The implication of this factor is that
long wavelength roughness scales may not play an impor-
tant role in generating drag. More specifically, the lower
the effective slope the more long-wavelength range that
will not contribute to the frictional drag. This fact causes
the surface roughness to reach a lower roughness function
value (as seen by Napoli et al. (2008)). From figure 4, it
can be seen that the surface P = −0.5 has the highest ef-
fective slope (ES = 0.14) value and P = −1.5 has the low-
est (ES = 0.09). This may help explain why the surface
with power-law slope of P = −0.5 produces higher drag
than the surface with the slope of P = −1.5, where, clearly,
the latter possesses more dominant long wavelength rough-
ness scales.

In fact, Schultz and Flack (2009) pointed out that for
surfaces with ES ≤ 0.35 the roughness height does not
provide a good scale for the roughness function. This
may help explain why the surface with power-law slope of
P = −0.5 produces higher drag than the surface with the
slope of P = −1.5, where, clearly, the latter possesses more
dominant long wavelength roughness scales. Additionally,
it is worth noting that effective slope has a Reynolds num-
ber dependency, as depicted in figure 4(b) (data available
for the current work and Schultz and Flack (2009)).

It is, therefore, important to identify which scales are
contributing more to the generation of frictional drag. In
order to determine the threshold of which of the longer
wavelength scales start to not have a significant role on the
drag, a high-pass filter was applied on the profiled surface
data for all the three tested rough surfaces. To determine
the size of the filter, the R2 value was computed from a
linear least-square fit between high-pass filtered roughness
root-mean-square, krms, and ks, for a range of filter size
(from 0.1 mm to 10 mm). This resulted in an optimal filter
size of 1 mm (highest R2 value), where these values is ap-
proximately 10 times higher than the largest surface statis-
tic (roughness peak-to-trough height, kt for the P = −1.5).
Subsequently, the roughness statistics were computed for
this filter size, which the filtered roughness statistics can
be found in table 2. Figure 5a shows the correlation be-
tween krms and ks for both unfiltered and with a 1 mm
high-pass filter applied. It is clear that, for the unfiltered
roughness statistics (red), the correlation between krms
and ks has an opposite trend when compared with the ks
trend (table 1). That is, when ks is higher, i.e. more drag,
krms is smaller. This is clearly counterintuitive. Moreover,
as expected, other roughness statistics, namely, peak-to-
trough height kt (figure 5b) and roughness average height
ka (figure 5c) show the same opposite correlation trend.
Conversely, when a 1 mm high-pass filter was applied to
the tested surfaces, the correlation between krms and ks
has the correct trend. That is, when krms becomes higher
ks also increases (blue; figure 5a). The same trend can be
observed for other surface statistics, ka, the average rough-
ness height, and kt, the peak-to-though roughness height,
as shown in figure 5b 5c. Interestingly, the values of ES
for both unfiltered and 1 mm high-pass filtered surfaces

remain relatively unchanged (figure 6). This means that
ES is quite insensitive to high-pass filtering, and thus a
potential robust parameter candidate for future roughness
models. In fact, Chan et al. (2015) developed a model for
∆U+ as a function of solely k+a (normalized in inner wall
units) and ES from DNS over 3D sinusoidal-type rough-
ness. The data from Napoli et al. (2008); Yuan and Pi-
omelli (2014) and Schultz and Flack (2009) were also used
in this model resulting in a good agreement with the mea-
sured ∆U+.

The model proposed by Flack and Schultz (2010) was
employed for both the unfiltered and 1 mm high-pass fil-
tered statistics, as shown in figure 7. It can be seen that
the model provides the same correct trend for both statis-
tics. However, the determined coefficients are vastly dif-
ferent. Although, the coefficients for the filtered statistics
data more closely match the ones determined in Flack and
Schultz (2010). It is worth noting that the 1 mm high-
pass filter fit provides a better R2. Moreover, ideally, more
roughness data are needed to fully assess this model in the
so-called “wavy-regime”. However, as a first order analysis
this result further emphasizes the necessity of surface fil-
tering in order to identify the scales that contribute most
significantly to the frictional drag.

Finally, to qualitatively demonstrate the effect of the
high-pass filter has on the tested surfaces, figure 8 depicts
the contour maps of the measured roughness, where the
left panel shows the original, unfiltered data from the pro-
filometer (with both curvature and tilt removed) and the
right panel shows the surfaces in which the 1 mm high-pass
filter was applied. Focusing on the high-pass filtered con-
tour maps (right panel), it can be seen that surface with
P = −0.5 has the most topographical features, whereas
the surface with P = −1.5 has the least features, with
surface P = −1.0 siting in between. As expected, this
qualitatively result has the exact trend seen on the fric-
tional drag curves (figure 2). It is particularly interesting
to see what roughness scales are contributing to the fric-
tional drag, which provides a link between the trends seen
in the Cf curves coupled with the justification for filter-
ing the surfaces based on the fact that their effective slope
values fall in the “wavy” regime with ES ≤ 0.35.

4. Summary

Results are presented for three rough surfaces with a
range of scales following a power-law slope of P = −0.5,
−1.0 and −1.5. Skin-friction for all tested surfaces display
fully-rough behavior and the entire roughness function is
mapped to determine the extent and shape of ∆U+ in
the transitionally-rough regime. Interestingly, the surface
with power law slope P = −0.5 generates the most drag
even though this surface has the smallest roughness fea-
tures as determined from surface statistics. As the power
law slope increases, the drag imposed by the surface is re-
duced. This emphasizes that some surface wavelengths are
not significantly contributing to the drag. These are likely
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4. SUMMARY

Table 2: Roughness statistics of the tested surfaces after applying a 1mm high-pass filter.

E(κ) ∼ κP ka[µm] krms[µm] kt[µm] Sk Ku ES ks[µm]
P = −0.5 9.6 12.1 37.5 0.16 3.1 0.13 53.0
P = −1.0 8.3 10.5 32.7 0.21 3.2 0.11 33.5
P = −1.5 5.5 7.0 23.9 0.04 3.2 0.08 21.0
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Figure 5: Correlation of krms(a), kt(b), and ka(c) with respect to the measured ks for unfiltered (red) and for 1 mm high-pass filter (blue).
Symbols represent the power-law slope of the tested surfaces: © for P = −0.5; 4 for P = −1.0; and � for P = −1.5.

Figure 6: Correlation between ES and ks for unfiltered (red) and for
1 mm high-pass filter (blue). Symbols represent the power-law slope
of the tested surfaces: © for P = −0.5; 4 for P = −1.0; and � for
P = −1.5.

the undulating, wavy surface features. In fact, the ES of all
the surfaces fall under the so-called “wavy” regime. These
results highlight the need for high-pass filtering in the de-
termination of predictive correlations for frictional drag,
which produce the correct trend between ks and krms.

To the authors knowledge, this study is the first to
experimentally measure the frictional drag on mathemati-
cally generated roughness with surface statistics paramet-

ks = 0.61krms(1+Sk)10.38

ks = 3.41krms(1+Sk)0.61

Figure 7: Correlation between ks actual and ks predicted by Flack
and Schultz (2010) model for unfiltered (red) and for 1 mm high-pass
filter (blue). Symbols represent the power-law slope of the tested
surfaces: © for P = −0.5; 4 for P = −1.0; and � for P = −1.5.

rically altered. While results from only three surfaces are
presented, the technique and methodology are significant
for planned future studies and follow-on work with a wider
range of surface parameters. The method of producing the
surface roughness is also important since results can be
used to validate computational models of flow over rough
surfaces. It is expected that a much wider range or surface
statistics can be investigated using DNS. It is hoped that
the combined experimental and computational efforts will
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High-pass Filter: 1mmOriginal
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Figure 8: Contour maps of digital scans for all three tested surface roughness. Left panel shows the surfaces without filtering, whereas the
right panel shows the surfaces with a 1 mm high-pass filter.

advance the study of rough wall flows and produce robust
engineering correlations for the prediction of friction drag.
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